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ABSTRACT

This thesis studies optimal stopping and combinatorial optimization problems in an uncertain environment.

Optimal stopping captures many natural scenarios in which decisions have to be made without knowledge

of the future and cannot be amended later on. In combinatorial optimization settings the objective is to

optimize a function over distinct elements subject to certain feasibility constraints.

Combinatorial optimization has been classically studied in the full-information setting where the entire

input is known a priori. Combining combinatorial optimization with an uncertain environment leads to

settings in which algorithms have only partial knowledge of the input, which is revealed element-by-element

and all decisions of an algorithm have to be immediate and irrevocable. Such settings of optimization under

uncertainty arise naturally in applications in which knowledge of the future cannot be obtained, either

inherently or due to prohibiting costs or noise.

In this thesis we focus on two settings. The first is a classical model in optimal stopping theory, the

prophet inequality, in which an algorithm has to pick one of many random variables whose realizations are

observed sequentially and compares against a prophet who knows all realizations in advance. The second

setting is rounding a solution to a linear program in an online manner via the use of an Online Contention

Resolution Scheme (OCRS) which is very useful in settings of combinatorial optimization under uncertainty.

We initiate the study of prophet inequalities for independent and identically distributed (I.I.D.) random

variables for cost minimization, showing distribution-dependent constant-factor guarantees for the competitive

ratio that are qualitatively different from the maximization setting. In addition, we unify the maximization

and minimization I.I.D. prophet inequalities via the theory of extreme values and show that the competitive

ratio of both settings is governed by a single function that depends only on the extreme value index. We also

obtain similar results for the objective of competition complexity, which captures how many more random

variables an algorithm needs to observe in order to beat the prophet.

We then ask how our guarantees change if we allow our algorithms the ability to ask simple questions

to an oracle that has knowledge of the future. Motivating this, we establish an equivalence between this

setting and the top-1-of-m setting in which the algorithm can select m values but is judged only for the best

one among them. For the oracle-augmented model, we obtain guarantees on the competitive ratio and the

probability of selecting the maximum realization that are almost tight asymptotically with respect to the

number of oracle calls, for both the I.I.D. case and the case of non-identical random variables whose arrival

order is controlled by an adversary.

Afterwards, we turn to more general combinatorial optimization settings where multiple elements can

be selected. We design optimal greedy OCRSs for special cases of matroids and provide matching upper

bounds to show their optimality. We then use greedy OCRSs to obtain algorithms with significantly improved

guarantees on the competitive ratio for prophet inequalities with a submodular objective function under

several combinatorial feasibility constraints such as matroids, matchings and knapsacks.
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Chapter 1: INTRODUCTION

1.1 MOTIVATION

Consider the following scenario: you are the principal of a school and wish to sell the rights to operate

the school cantina, aiming to maximize your revenue from the sale (Cantina-Sale). You do not know who

will contact you with an interest to buy, or how much they would be willing to spend, but you have some

estimate on how the cantina is valued by the general population. Whenever a potential buyer contacts you,

they offer you a price for the rights. What should be your strategy? How should you decide to accept or

decline the bids?

Continuing our scenario, let us assume instead that you are the town’s mayor, in charge of selling the

rights of all the schools’ cantinas. To keep things simple, you have decided at a price for each of cantina,

below which you will not sell its rights. The buyers contact you one after the other and declare their interest.

In an effort to ensure a level of fairness to the process, you decide to guarantee that each interested buyer

is selected at least with some probability (Fair-Cantina-Sale); the problem is that you have to decide

whether to sell or not to an interested buyer before knowing who else is interested. What should be your

strategy to maximize the probability that each interested buyer is selected?

Combinatorial Optimization under Uncertainty. These two problems are examples of combinatorial

optimization under uncertainty. The term “combinatorial optimization” refers to our interest in selecting a

number of elements from a larger set – called the ground set – in order to optimize a function over them.

Uncertainty, meanwhile, is a natural part of many settings. This is due to a lack of knowledge about the

future, prohibiting costs in estimating such knowledge or even potential noise in a problem’s input.

Examples of such problems are extremely common in the real world, from grocers deciding how to set

prices for their fruit and vegetables to state governments deciding how to auction off a public works project.

The difficulty of such problems is amplified by their combinatorial nature when the constraints involved are

more complex; just imagine the town mayor having to sell the rights to multiple schools’ cantinas when

each buyer is interested in only some of them, or trying to find the best possible matching of kidney donors

to patients of a local hospital. Add in the element of uncertainty to the input, which is inherent in many

real-world scenarios, and the problem seems almost intractable.

In this thesis, we study combinatorial problems in which the mechanism designer has partial knowledge

about the input; specifically, knowledge of a probability distribution from which the input is drawn. Once the

mechanism is decided, the input is revealed in a sequential manner, one element after another. At each step,

we need to make immediate and irrevocable decisions. For example, in the Cantina-Sale scenario, every

time a buyer contacts us, we need to decide whether to accept their bid and we cannot go back and accept a

rejected bid. Since we need to make decisions without knowledge of the future and we cannot change them

after the fact, we are bound to not be optimal in hindsight. Problems in which decisions have to be made

immediately and irrevocably, without knowledge of the future, are called optimal stopping problems and fall

within the field of online algorithms.

The Cantina-Sale and Fair-Cantina-Sale scenarios are applications of two classical and well-studied

problems in the intersection of optimal stopping theory and combinatorial optimization under uncertainty:

the prophet inequality and rounding via an online contention resolution scheme. We introduce these settings,
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and how to model stochastic combinatorial optimization problems in general, in §1.2. Afterwards, in §1.3, we

provide a brief overview of our contributions as well as an outline for this thesis.

1.2 OPTIMAL STOPPING AND STOCHASTIC COMBINATORIAL OPTIMIZATION

Let N denote a ground set of n elements. A feasibility constraint is a set F ⊆ 2N , and a set I ∈ F is

called a feasible set. Given an objective function f : 2N → R, the problem of combinatorial optimization is to

select a feasible set S that maximizes or minimizes f , depending on the setting. Access to F and f is usually

provided via two oracles: a feasibility oracle that, given a set S, returns whether S ∈ F or not and a value

oracle that, given a set S, returns the value f(S). One can trivially solve this problem by computing the

value of f for every feasible set I but, in general, this is inefficient since F may contain exponentially many

sets with respect to n. When solving combinatorial optimization problems, we usually require our algorithms

to run in time that is polynomial in n and make polynomially many calls to both oracles.

Returning to the Cantina-Sale scenario, N represents the buyers and F consists of all singletons of N ,

since we can only select one buyer to run the cantina. This is known as the single-item or rank-1 matroid

setting. However, in this scenario, the value vi of buyer i for the rights to the cantina is a random variable

drawn from a known distribution Di, independently from the other buyers’ values. Furthermore, we have

to make a decision before we can observe all values. As we can see, uncertainty in the input is an inherent

element of this setting.

There are several ways to combine combinatorial optimization and uncertainty that depend on the

setting in question. For the simple Cantina-Sale scenario, we wish to select a single buyer i with the

highest possible value and thus one can imagine that the value f({i}) := vi, sometimes denoted by wi, of

each singleton {i} is a random variable, drawn from a known distribution Di. The fact that the input is

not deterministic but instead comes from a probability distribution makes this a stochastic combinatorial

optimization setting. In addition, the random variables are revealed one after the other in an online manner,

and every sell-or-continue decision needs to be made before we can observe future realizations. This special

case of combinatorial optimization under uncertainty where we only need to select a single value is the

characteristic problem in the field of optimal stopping theory. In general, the joint distribution of all singletons

can be arbitrarily correlated. However, we usually assume that the elements realize independently and thus

the joint distribution is simply the product distribution.

Objective Functions and Feasibility Constraints. In this thesis, we focus on two special families of

feasibility constraints and two special classes of objective functions.

Definition 1.1 (Additive/Linear/Modular Function). Given a vector w ∈ Rn, an additive objective function

is defined as f(S) =
∑

i∈S wi, for any S ⊆ N .

A generalization of additive functions is the class of submodular functions.

Definition 1.2 (Submodular Function). An objective function f is called submodular if, for any A,B ⊆ N ,

we have f(A) + f(B) ≥ f(A ∪B) + f(A ∩B).

Notice that, for additive functions we have f(A) + f(B) = f(A ∪B) + f(A ∩B), which is why they are

also known as modular functions.

The two families of feasibility constraints that are most common and well-studied are packing and covering

constraints.
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Definition 1.3 (Packing/Downwards-Closed Constraint). A feasibility constraint F is called a packing

constraint if, for every A ∈ F and B ⊆ A, we have B ∈ F .

Definition 1.4 (Covering/Upwards-Closed Constraint). A feasibility constraint F is called a covering

constraint if, for every A ∈ F and B ⊇ A, we have B ∈ F .

Arrival Order. One way to classify optimal stopping problems is by the order in which the elements are

observed; specifically, by who is in charge of deciding the arrival order. In one extreme, the arrival order is

decided by an adversary, who aims to inflict the most harm to the algorithm; in such a setting the elements

are said to arrive in adversarial order. The power that such an adversary has is not explicitly described here

but one can consider multiple subclasses of adversarial arrival order settings based on how powerful or not the

adversary is. When the arrival order is chosen by the universe, we obtain a more lenient setting. Specifically,

in the case of a random order of arrival, the elements of N are observed in one of n! permutations, drawn

uniformly at random. An even better scenario is the free order setting, in which the algorithm is free to

choose the next element it observes based on the distributions and the realizations observed so far. Perhaps

the most ideal scenario is the case of independently and identically distributed (I.I.D.) elements, in which

Di = D for all elements i.

1.2.1 Prophet Inequality

A classical setting in optimal stopping theory, first introduced in 1977 by Krengel, Sucheston and Garling

[1], [2], is the prophet inequality. In this setup, one is presented with take-it-or-leave-it rewards X1, . . . , Xn

in an online manner, where each Xi is drawn from a known distribution Di, independently from the other

rewards, and can stop at any point and collect the last reward seen.

From the perspective of stochastic combinatorial optimization, this is a special single-item case where

the set of elements N in the prophet inequality is the set of random variables, F is the set of all singletons

and f(S) = maxi∈S Xi. Given that the distributions are known, the inequality ensures the existence of a

stopping strategy S for any arrival order of the random variables, with expected reward at least half that

of a prophet who can see the realizations of all the Xi’s upfront and thus can always select the maximum,

i.e., E [S] ≥ 1/2E [maxi Xi]. The competitive ratio E[S]

E[maxi Xi]
is the usual objective in the prophet inequality

setting and quantifies the loss that the algorithm incurs by observing the realizations sequentially instead of

all at once. A simple example shows that the factor of 1/2 is tight in this general setting.

The I.I.D. Setting. Part of this thesis focus on a special case of the prophet inequality; that of n I.I.D.

random variables. For this setting, Hill and Kertz [3] showed the existence of a simple threshold strategy that

is optimal. They showed it achieves a competitive ratio of 1− 1/e, as well as providing a corresponding upper

bound of ≈ 0.745. Subsequent work [4] improved the analysis of the optimal algorithm and showed a lower

bound of 0.738, before Correa, Foncea, Hoeksma, Oosterwijk and Vredeveld [5] obtained the tight factor

of 0.745. Contrary to the adversarial order case, the optimal threshold strategy is not a single-threshold

strategy and potentially uses a different threshold per random variable.

Applications. These results, and their variations and generalizations, have found extensive applications.

Starting with the work of Hajiaghayi, Kleinberg and Sandholm [6] and later Chawla, Hartline, Malec and

Sivan [7], it has been connected to the design of simple yet approximately optimal sequential posted-price
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mechanisms. As an example of such a mechanism, consider the Cantina-Sale scenario, and suppose we

decide to offer the cantina rights for a pre-determined price T , selling them to the first buyer that is willing

to purchase them at this price. The question of course becomes how to design T to obtain a guarantee on

the competitive ratio. Due to the significance of such problems in Bayesian mechanism design, the study of

prophet inequalities has seen a tremendous surge in the last decade [4], [5], [8]–[25].

1.2.2 Online Contention Resolution Schemes (OCRSs)

One approach to solving combinatorial optimization problems under uncertainty in general is to first

relax the notion of containment in a set and consider a fractional solution in which we are allowed to select

elements fractionally. This is typically done by designing a Linear Program (LP) that describes the problem

and solving it to obtain a fractional solution. This solution can then be rounded to an integral solution in a

manner which respects the feasibility constraints to obtain a final feasible set.

Contention Resolution Schemes. Contention Resolution Schemes (CRSs) are general rounding algo-

rithms for certain constraint families, introduced by Chekuri, Vondrák and Zenklusen [26] for the purpose

of maximizing a submodular function. Examples of such combinatorial constraints include selecting an

independent set in a given matroid1, selecting a feasible matching in a given graph in which the elements

correspond to edges, or selecting a feasible set of elements subject to a knapsack constraint, where each

element is associated with a size. For a given fractional solution x, the main idea behind CRSs is to first

obtain a random set R, drawn from the product distribution with marginals x, hence called the set of active

elements. Since R may be infeasible with respect to the constraint C, the CRS proceeds to “drop” specific

elements from R and obtain a new, feasible, set R′ ⊆ R.

Online Contention Resolution Schemes. Feldman, Svensson and Zenklusen [27] introduced the notion

of Online Contention Resolution Schemes (OCRSs), which are able to provide guarantees even when one is

required to round the elements in a given, potentially adversarial, order. Such rounding algorithms have been

recently used to obtain several interesting results on both offline and online optimization in a multitude of

combinatorial settings [20], [21], [26]–[30], and have more applications in online mechanism design and posted

pricing mechanisms [6], [7]. An important subclass of OCRSs is the class of greedy OCRSs. Intuitively, a

greedy OCRS π fixes a downward-closed subfamily of feasible sets I before the online process starts. During

the online process, the greedy OCRS maintains a subset S of the elements which is feasible in I, and then

greedily accepts any active element i if S ∪ {i} is also feasible in I, i.e. if i does not violate feasibility, with

respect to I, of the set maintained by the greedy OCRS. One can easily see that the final set π(R) at the

end of the online process is feasible by construction.

Selectability. For a greedy OCRS π, the quality of the approximation guarantee is governed by the notion

of selectability. Informally, an OCRS is c-selectable if for any vector of marginals x and every element i ∈ N ,

it ensures Pr [i ∈ π(R) | i ∈ R] ≥ c, i.e. that the probability of every active element being included in the

final set is at least c. Returning to the Fair-Cantina-Sale scenario, if we denote the probability that buyer

i will be interested in purchasing the cantina rights by xi, it is easy to see that using any c-selectable OCRS

1A matroid is a non-empty downward-closed feasibility constraint where if A,B ⊆ N are both feasible and |A| < |B|, there
exists an element e ∈ B \A such that A ∪ {e} is also feasible. The feasible sets of a matroid are called independent sets.
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for F consisting of all singletons of N as a black-box, guarantees that every interested buyer will be selected

with probability at least c, since the interested buyers are exactly the buyers in R. Therefore, providing a

good guarantee for the Fair-Cantina-Sale scenario reduces to the design of OCRSs with high selectability.

OCRSs are strongly related to the prophet inequality setting. Feldman, Svensson and Zenklusen [27]

observe that, given an OCRS π for a feasibility constraint F , one can use π as a black-box to obtain guarantees

for the prophet inequality setting in which multiple elements from X1, X2, . . . , Xn can be chosen and the

chosen elements have to be feasible with respect to F . The reverse, however, is not true; even for the simple

case of selecting only one out of n I.I.D. elements, there exists an optimal stopping strategy that achieves a

competitive ratio approximately equal to 0.745 [3], [5] as noted previously, whereas the best possible CRS is

only 1− 1/e ≈ 0.632-selectable [26].

1.3 THESIS CONTRIBUTIONS

Thesis Objectives. Our main motivation in this thesis is to provide a better understanding of the single-

item setting, both for prophet inequalities and OCRSs. The technical parts of this thesis are contained in four

chapters. The first two chapters study prophet inequalities in the single-item setting. We are interested in

providing a unified analysis of the I.I.D. prophet inequality that is distribution-optimal for both maximization

and minimization, study how many more random variables an algorithm needs to beat the prophet in each

case, as well as how our guarantees improve if the algorithm has access to an oracle that notifies whether it

should stop or continue. The next two chapters study greedy OCRSs for additive and submodular objective

functions and several feasibility constraints. Our aim is to provide the first optimal greedy OCRSs for the

single-item setting, or other simple constraints, and additive objective functions, as well as significantly

improve the guarantees of prophet inequalities for combinatorial settings via corresponding greedy OCRSs

for submodular objective functions.

We briefly highlight our results and techniques, in §1.3.1 for problems in the similar to Cantina-Sale

and the prophet inequality setting, and in §1.3.2 for problems similar to Fair-Cantina-Sale and the OCRS

setting. Afterwards, in §1.4, we summarize past literature that is relevant to this thesis. Finally, in §1.5, we

present a roadmap of the chapters in this thesis and how they are organized.

1.3.1 Results and Techniques for Prophet Inequalities

In the first part of this thesis, we focus on the prophet inequality setting. The running example for this

section is Cantina-Sale. Specifically, in Chapter 2, we provide a unified analysis of the prophet inequality

with I.I.D. arrivals for both packing and covering constraints and provide optimal guarantees, while in

Chapter 3 we equip our algorithm with the ability to make simple oracle calls about the future realizations

and connect this setting to another well-studied prophet inequality setting in which the algorithm is allowed

to select up to k realizations but is judged only according to the best among them.

Distribution-Optimal Prophet Inequalities. Recall the example of Cantina-Sale and consider a

slight variant of this scenario, where the principal has decided to subsidize the cantina costs, and the buyers

bid instead for how low they can keep the costs. The objective now becomes to select the buyer that minimizes

the cost to run the school cantina, while having to make decisions without knowledge of the future. This

variant incentivizes us to define the I.I.D. Min-Prophet Inequality.
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In the I.I.D. Min-Prophet Inequality, we are given a probability distribution D and observe the realizations

of n random variables X1, . . . , Xn ∼ D. At any point after observing an Xi, we can choose to select or

discard it but, in contrast with the classical prophet inequality setting, we must stop at some point and

take the last realization we observed. If we discard Xi, then this realization is lost forever and the process

continues. An all-knowing prophet, who can see the realizations of all Xi’s upfront can always select the

minimum realized cost and hence their expected cost is E [mini Xi].

In this problem, the goal is to design a stopping strategy that minimizes the expected cost. We say that

algorithm ALG is α-competitive if E [ALG] ≤ α · E [mini Xi]. Our initial motivation for this problem were

the following questions.

Question 1.1

(a) Is the I.I.D. Min-Prophet Inequality equivalent to the maximization setting?

(b) Does there exist a constant-competitive algorithm for the minimization setting?

What makes this setting interesting is that the answer to the first question turns out to be negative. The

simple fact that the feasibility constraint in the minimization case is upwards-closed instead of downwards-

closed is enough of a difference to yield qualitatively different results, compared to the maximization case. In

Chapter 2 we show that, unlike the maximization setting, there is no constant c > 1 for which there exists a

uniform c-competitive algorithm for the I.I.D. Min-Prophet Inequality. However, we also observe that one

can obtain constant guarantees on the competitive ratio for every fixed distribution D, with the constant

being distribution-dependent.

Question 1.2

(a) Can we provide guarantees to the competitive ratio, for both the maximization and the minimization

settings, that are distribution-sensitive?

(b) If so, which parameters of the distribution affect the competitive ratio?

Our main contribution here is a unified analysis of both the maximization and minimization settings, via

the lens of Extreme Value Theory – for an introduction to Extreme Value Theory see [31]. Establishing a

theory of Extreme Values was an achievement of several mathematicians of the past century, from Fisher,

Tippett and Gnedenko to von Mises and de Haan, who were interested in the behaviour of the largest or

smallest of an independent sample of n values from a common distribution, as n grows large. Their theory

can be seen as an analogue of the classical Central Limit Theorem (CLT); just as the CLT predicts that the

average of n samples from a distribution with finite variance converges in distribution to a standard Gaussian,

Extreme Value Theory predicts that if the maxima and minima of n samples converge in distribution, the

resulting distribution has to be one of three types, parametrized by the positive, zero and negative values,

respectively, of a parameter γ called the extreme value index. For an introduction to Extreme Value Theory

see [31].

In Chapter 2, we give a closed form for the asymptotic competitive ratio of both the I.I.D. Max and

Min-Prophet Inequalities, as n goes to infinity, that depends only on γ. Perhaps surprisingly, We show

the existence of a unique function Λ(γ) that captures the competitive ratio for both maximization and

minimization; when the asymptotic competitive ratio is not 1, it is equal to Λ(γ) for γ ≥ 0 in the I.I.D.

Max-Prophet Inequality and for γ ≤ 0 in the I.I.D. Min-Prophet Inequality.
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One difference between our results and the results of [1], [2], [8], [32] for the classical prophet inequality is

that in the latter setting, the optimal constant competitive ratio can be achieved via an algorithm that fixes

a single threshold T based on the given distributions, and selects the first realization above T . Our results,

however, are obtained by studying the optimal (multiple-threshold) algorithm. This motivates us to also

investigate single-threshold algorithms for the I.I.D. Min-Prophet Inequality setting.

Question 1.3

(a) Do simple, single-threshold algorithms achieve a constant competitive ratio in the I.I.D. Min-Prophet

Inequality as they do in the maximization setting?

(b) Is it possible to provide distribution-sensitive guarantees for single-threshold algorithms as well?

Another surprising outcome of our analysis is that, in contrast to all classical results in the prophet

inequality setting, where the optimal single-threshold and optimal multiple-threshold algorithms are only

a constant factor apart, the answer to the first question is negative. In particular, we analyze the optimal

single-threshold for the I.I.D. Min-Prophet Inequality via the lens of Extreme Value Theory and show that it

achieves a competitive ratio that is poly-logarithmic with respect to n, where the exponent is exactly −γ.

Competition Complexity. In [33], the authors introduced the study of competition complexity for optimal

stopping problems. Informally, for an I.I.D. prophet inequality instance, the competition complexity is the

smallest c > 1 such that the algorithm that sequentially observes c · n samples from the given distribution is

able to “beat” the expected value of a prophet that observes n samples form the same distribution. In [33],

the authors show that, for the I.I.D. Max-Prophet Inequality, the competition complexity can be unbounded.

However, their constructed distribution crucially depends on n to achieve this worst-case behaviour. Therefore,

their results raise some natural questions.

Question 1.4

(a) Is the competition complexity of the I.I.D. Max-Prophet Inequality bounded by a constant for distributions

that are independent of n?

(b) Is the competition complexity of the I.I.D. Prophet Inequality for a large number of random variables

the same for the maximization and the minimization settings?

(c) Can we quantify the competition complexity per distribution and provide a closed form based on the

distributions parameters?

In Chapter 2, we answer all questions above positively. In contrast to the competitive ratio, we show that

for the competition complexity objective, the maximization and minimization settings behave in exactly the

same way. We quantify the asymptotic competition complexity, as n goes to infinity, of both settings by a

single function that depends only on γ and show that it is always bounded above by e ≈ 2.718. Since for

distributions that depend on n, the competition complexity can be unbounded [33], our result establishes

that this dependence on n is crucial for this worst-case behaviour.

Prophet Inequality with Oracle Access. Returning to the classical prophet inequality setting, we

are interested in ways to improve upon the tight bounds of 1/2 and ≈ 0.745 for the adversarial order and

I.I.D. settings, respectively. Motivated by the idea of enhancing algorithms via the use of machine-learned
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predictions, in order to go beyond worst-case analysis [34]–[38], we provide the algorithm with access to

an oracle O that has complete knowledge of all future realizations. After observing a realization Xi, the

algorithm can decide to query the oracle and ask a simple yes or no answer: is Xi greater than all future

realizations, or is an even larger realization waiting in the future? Given the oracle’s answer, the optimal

behaviour of the algorithm is obvious; if it is yes, select Xi and stop, otherwise continue to find the larger

realization. We call this the k-oracle setting.

In this setting, aside from the competitive ratio, we can also consider a different objective, that of

maximizing the probability of selecting the highest realization. For our running example of the Cantina-Sale

scenario, suppose that you are only satisfied with selling the operation rights to the buyer that can offer the

most money, and every other outcome is considered a failure. What is the largest probability of selecting this

buyer that you can guarantee? This question has many connections to the well-known secretary problem [39]

but is slightly different, as on one hand we possess distributional knowledge of the values of the arriving

buyers but on the other they arrive in adversarial order. For this setting, Gilbert and Mosteller [40] showed

that one can achieve a probability equal to ≈ 0.58 for the I.I.D. case, before Nuti [41] extended this result

to show the same probability guarantee even for non-identical distributions and random arrival order. The

above lead us to the following questions.

Question 1.5

(a) Do the guarantees on the competitive ratio improve when the algorithm has access to k oracle calls that

instruct whether to stop or continue?

(b) Is it possible to obtain similar guarantees when the objective is maximizing the probability of selecting

the highest realization, instead of the competitive ratio?

In Chapter 3, we answer both questions positively. In particular, we provide asymptotically tight upper

and lower bounds on the competitive ratio of the k-oracle setting, for both the I.I.D. and the adversarial

order cases. We also study the objective of maximizing the probability of selecting the highest realization,

again showing asymptotically tight upper and lower bounds for the I.I.D. case. In all cases, our guarantees

approach 1 as k →∞. Perhaps most importantly, we establish a connection between the k-oracle setting and

the top-1-of-k setting, in which the algorithm is allowed to select k realizations but it is judged only by the

highest one, regardless of whether the objective is the competitive ratio or the probability of selecting the

highest. This setting was introduced for non-identical distributions by Assaf and Samuel-Cahn [42], in which

the authors show a bound of 1− 1/k+1 on the competitive ratio. Subsequently, Ezra, Feldman and Nehama

[43] improved this to 1−O
(
e−k

)
. Via the connection we establish, our results imply further improvements

upon these bounds for both the I.I.D. case as well as non-identical distributions.

1.3.2 Results and Techniques for OCRSs

In the second part of this thesis, we investigate online contention resolution schemes introduced informally

in §1.2.2. Our motivation is to obtain optimal greedy OCRSs for simple feasibility constraints such as matroids,

matchings and knapsacks. The running example for this section is Fair-Cantina-Sale. Specifically, in

Chapter 4, we study provably optimal greedy OCRSs for additive objective functions and simple constraints,

while in Chapter 5 we use greedy OCRSs for submodular objective functions to solve a combinatorial variant

of prophet inequalities for several feasibility constraints of interest.
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With every feasibility constraint F , we can associate a set P ⊆ [0, 1]
N

, called the polyhedral relaxation

of F , where P is a polyhedron and a characteristic vector 1S of a set S is in P if and only if S ⊆ F . In

other words, P is the convex hull of the characteristic vectors of the sets in F . For downwards-closed and

upwards-closed constraints, P is a bounded polyhedron, also known as a polytope.

A Contention Resolution Scheme (CRS) π for P is a procedure that, given as input a vector x ∈ P and a

set A ⊆ N , returns a random set πx(A) ⊆ A ∩ supp(x) such that πx(A) ∈ F with probability 1. Let R(x)

denote a random set drawn from the product distribution with marginals x. Online Contention Resolution

Schemes (OCRSs) were introduced in [27] to handle online settings such as the Fair-Cantina-Sale scenario,

where the elements of N reveal whether they are active, i.e., whether or not they are in R(x), in adversarial

order and the OCRS must decide whether to include an element in πx(A) or not before it observes the

remaining active elements. An OCRS π for a polytope P is an online algorithm that selects a subset

π(R(x)) ⊆ R(x) such that the characteristic vector of π(R(x)) is in P.

We focus on the special case of greedy OCRSs. A greedy OCRS π for P is an OCRS that, for any x ∈ P ,

defines a downward-closed subfamily of feasible sets Fπ,x ⊆ F . Then, an element i is selected when it arrives

if, together with the already selected elements, the obtained set is in Fπ,x. If the choice of Fπ,x given x is

randomized, the greedy OCRS is called randomized; otherwise, it is called deterministic. A greedy OCRS for

P is c-selectable if for any x ∈ P, we have

Pr [I + i ∈ Fπ,x ∀I ⊆ R(x), I ∈ Fπ,x] ≥ c, ∀i ∈ N. (1.1)

Optimal Greedy-OCRSs. Lee and Singla [44] designed an optimal OCRS for matroids that is 1/2-

selectable. However, it is not a greedy OCRS. Since greedy OCRSs provide guarantees against stronger

adversaries than regular non-greedy OCRSs, the following question arises naturally.

Question 1.6

(a) Are greedy OCRSs as powerful as general non-greedy OCRSs?

(b) If not, what is the optimal selectability for simple feasibility constraints, e.g. matroids?

In Chapter 4, we provide the first separation between greedy and non-greedy OCRSs by answering the

first question negatively. In particular, we show that there does not exist a c-selectable greedy OCRS for any

c > 1/e even for rank-1 matroids. Aiming to provide an answer to the second question, Feldman, Svensson

and Zenklusen [27] presented a 1/4-selectable greedy OCRSs for matroid polytopes. However, it is currently

open whether this OCRS is optimal, or one can achieve a selectability higher than 1/4. We make progress

on this question as well, showing that there exists a 1/e-selectable greedy OCRS for rank-12, partition and

transversal matroids, thus making our impossibility result tight.

Submodular Prophet Inequalities. In several settings with externalities between the selected elements,

the value of a solution cannot be captured by a simple additive function. For example, in the Fair-Cantina-

Sale scenario, suppose that you are allowed to select multiple buyers to operate the school’s cantina, hoping

that each of them provides more value to the diversity of the menu and helps the cantina run more smoothly.

However, there exists a point after which any additional operator does not really add value and potentially

hinders the operating process. Thus, in the process of selecting multiple buyers for a single cantina, we

experience diminishing returns.

2In a rank-1 matroid, every feasible set is a singleton. This is also known as the single-item setting.
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Such instances can be captured by combinatorial optimization problems in which the objective is a

submodular function. Greedy OCRSs were first applied to prophet inequality instances with submodular

objectives by Rubinstein and Singla [20], where they showed the existence of constant-competitive submodular

prophet inequalities for matroid polytopes. While impressive, their approach suffer from two important issues;

the guarantee on the competitive ratio is several orders of magnitude small and, in addition, their approach

is computationally inefficient.

Question 1.7

(a) Can we obtain computationally efficient submodular prophet inequalities with good guarantees for more

general objective functions, e.g. submodular functions?

(b) If so, is it possible to obtain such guarantees for other feasibility constraints as well, e.g. matchings,

knapsacks, etc?

In Chapter 5, we answer both questions positively. First, we improve upon the OCRS of [20] via different

techniques and design a computationally efficient algorithm for submodular prophet inequalities using greedy

OCRS for matroid polytopes with a guarantee that is several order of magnitudes higher than the one of

[20]. In particular, we provide a simplified framework which directly generalizes any OCRS for additive

functions to a greedy OCRS for submodular functions. Via this reduction, we obtain computationally efficient

algorithms with good guarantees on the competitive ratio for submodular prophet inequalities with matching

and knapsack feasibility constraints.

Continuous Extensions of Set Functions. Since polytopes arise naturally in the study of combinatorial

optimization problems, one can obtain new insights for a problem by relaxing the notion of the objective

function being a set function. Just as we relaxed the concept of containment in a set and allowed for fractional

solutions earlier, we can consider different continuous extensions of the objective function, in order to assign

a value to every point x ∈ P.

To start, recall that the general assumption in OCRSs is that the set R(x) of active elements in drawn from

the product distribution with marginals x. Therefore, a natural first candidate for a continuous extension of

a function f on a fractional point x is the expected value of the function for a random set S drawn from the

product distribution with marginals x. This is usually denoted as F (x) ≜ ES∼Prod(x) [f(S)] and is known as

the multilinear relaxation, introduced by Calinescu, Chekuri, Pal and Vondrák [45], and is very useful in

maximization settings.

Another continuous extension that is useful in maximization settings is known as the concave closure,

denoted by f+(x). Intuitively, the value of the concave closure at a fractional point x is equal to the

maximum expected value of f for a random set S drawn from any distribution with marginals x. In other

words, the concave closure is similar to the multilinear relaxation, but allows for correlated distributions

subject to the marginals being x and equals the highest expected value among all such distributions. Since

the concave closure provides an upper bound to the objective of many combinatorial optimization settings,

and the multilinear relaxation is easy to maximize for most polytopes, it is natural to ask whether how they

are related.

Correlation Gap. For any function f , the smallest possible value of the ratio F (x)
f+(x) across all x ∈ [0, 1]n

is known as the correlation gap. Introduced by Yan [46], the correlation gap intuitively measures how much
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the expected value of f changes, with respect to a random set, if only the marginal probabilities of the set

are fixed. One can equivalently define the correlation gap of a polytope P defined by a feasibility constraint

F , by looking at the weighted rank function r(w) = maxS⊆N,S∈F
∑

i∈S wi corresponding to the polytope.

The, the correlation gap of P is the smallest out of all correlation gaps for r(w), for every w ∈ Rn
≥0.

As it turns out, the correlation gap is deeply connected to CRSs. In [26], the authors use LP duality to

show that the correlation gap of every polytope P is equal to the largest c for which there exists a c-selectable

(offline) CRS. Of particular interest is the correlation gap of submodular functions, as these arise in many

real-world problems. For monotone3 submodular functions, it is known that the correlation gap is 1− 1/e

[47], [48]. However, for general, not necessarily monotone, submodular functions, a simple example where

N = {u, v} and f(S) = 1 ⇐⇒ S = {u} and 0 otherwise shows that the correlation gap can be arbitrarily

small, since for x = (ε, 1− ε), we have F (x) = ε2 and f+(x) = ε, and thus the correlation gap goes to 0 as

ε→ 0. Due to this, it is natural to consider the following questions.

Question 1.8

(a) Can we obtain a fine-grained version of the correlation gap for general submodular functions?

(b) What parameters affect the behaviour of the correlation gap?

In Chapter 5, we provide a positive answer to the first question and identify one of the parameters

that affect the behaviour of the correlation gap. Specifically, for a given point x ∈ [0, 1]n, parametrizing

with respect to p = maxi xi yields a nice interpolation between the correlation gap of 1− 1/e for monotone

submodular functions and 0 for general submodular functions as we vary p from 0 to 1. Therefore, one can

obtain a non-trivial correlation gap when x ∈ [0, p]n, a setting which comes up in many practical applications

of CRSs.

1.4 RELATED WORK

1.4.1 Optimal Stopping Problems

Since Krengel, Sucheston and Garling’s [1] seminal result on the prophet inequality, several extensions

and variants of the problem have been studied. For information on the early results in the literature, see

an excellent survey by Correa [49]. As described in §1.2.1, a natural special case of significant importance

the I.I.D. prophet inequality, where all distributions Di are all the same. This setting was originally studied

by Hill and Kertz [3], where they showed the best-possible competitive ratio is at least 1 − 1/e ≈ 0.632.

Kertz [50] showed, via a recursive approach, that the competitive ratio approaches ≈ 0.745 as the number of

random variables grows. A simpler proof of this can be found in [51]. We refer the reader to a survey by

Hill and Kertz [52] for the initial results on this setting. Interestingly, the optimal algorithm is surprisingly

simple and has been known for a long time; the challenging part is to analyze its performance. Abolhassani,

Ehsani, Esfandiari, Hajiaghayi, Kleinberg and Lucier [4] showed that one can achieve a 0.738-competitive

ratio, before the problem was finally resolved by Correa, Foncea, Hoeksma, Oosterwijk and Vredeveld [5],

who showed that one can achieve the upper bound of 0.745 due to Hill and Kertz. The proofs of both the

upper and lower bounds were recently simplified, by [22] and [15] respectively, but perhaps the simplest proof

of the optimal ≈ 0.745 competitive ratio can be found in Singla’s thesis [53].

3A set function f : 2N → R is called monotone if for all A ⊆ B ⊆ N we have f(A) ≤ f(B).
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When the arrival order of the values is chosen uniformly at random, the model is known as the prophet

secretary and was originally introduced by Esfandiari, Hajiaghayi, Liaghat and Monemizadeh [12]. They

gave an adaptive-threshold algorithm that achieves a (1− 1/e)-competitive ratio and showed no algorithm

can achieve a factor better than 0.75. The factor of 1− 1/e was beaten in subsequent work [13], [14], and the

current best lower bound is ≈ 0.672 due to Harb [54]. An upper bound of 0.7254 on the competitive ratio

was recently shown by Bubna and Chiplunkar [55].

Interestingly, when the algorithm can (adaptively) select the arrival order, based on the distributions given

in the input and any values seen so far, strictly better competitive ratios are possible. This is called the free

order prophet inequality setting, originally introduced by Hill [56]. This setting has been extensively studied,

with incremental improvements on the competitive ratio [7], [13], [57]. Recently, Bubna and Chiplunkar [55]

showed that one can achieve a 0.7258-competitive ratio in the free order setting, thereby separating it from

prophet secretary. An upper bound of 0.745 trivially follows from the I.I.D. setting, which is a special case of

the free order setting, and settling whether one can achieve the bound of ≈ 0.745 in the free-order setting as

well is a major open problem.

The 1/2-competitive factor guaranteed by the classical prophet inequality for adversarial arrival order has

been shown to hold for more general classes of downwards-closed constraints, all the way up to matroids

[8]. A general framework for combinatorial constraints was introduced in [10] via the technique of balanced

prices, one of the two main techniques used to generalize prophet inequalities to combinatorial settings; the

other being OCRSs. For the prophet secretary setting, Ehsani, Hajiaghayi, Kesselheim and Singla [9] extend

the 1− 1/e-competitive ratio to matroid constraints.

The combinatorial auctions setting where a seller wants to sell distinct items to buyers that have

combinatorial valuation functions for the items and aims to maximize either the social welfare or the revenue,

has been studied a lot [10], [11], [58], [59]. Dütting, Feldman, Kesselheim and Lucier [10] obtained a 2-prophet

inequality for submodular functions, while Dütting, Kesselheim and Lucier [11] obtained a O (log logm)

prophet inequality for subadditive functions. For the latter, the authors also show that achieving a constant

factor prophet inequality for subadditive valuation functions is impossible via their techniques and requires a

different approach. This question was recently settled by Correa and Cristi in [60], where they showed the

existence of a constant-factor prophet inequality for online combinatorial auctions, via a non-constructive

fixed-point argument. Interestingly, their result holds even against an almighty adversary and can also be

implemented in an incentive compatible way.

Secretary problems are closely related to prophet inequalities. In the classical version, an online algorithm

sees n adversarially chosen values in a random order and has to pick one item irrevocably, aiming to maximize

the probability of picking the highest value. A classical result of Dynkin [39] shows an optimal competitive

ratio of 1/e. This model has been extensively studied for combinatorial settings as well, where algorithms that

achieve constant approximations to the best-possible offline selection are known for several special classes of

matroids [61]–[71]. A survey on the secretary problem and variants is due to Dinitz [72].

1.4.2 Online Contention Resolution Schemes

Apart from balanced prices, the other technique that generalizes prophet inequalities to the combinatorial

setting is rounding via an OCRS. For this reason, all the results we describe here immediately imply a

corresponding prophet inequality for the corresponding setting. This connection between prophet inequalities

and OCRSs actually goes deeper, as Lee and Singla [44] designed optimal OCRSs for several settings using

12



ex-ante prophet inequalities.

Contention Resolution Schemes (CRSs) were originally introduced by Chekuri, Vondrák and Zenklusen

[26] for the offline case. They gave a 1− 1/e-selectable CRS for matroids and used LP duality to show that

the best-possible selectability of a feasibility constraint is exactly equal to the correlation gap of its polytope.

Later, CRSs were generalized to OCRSs that work for online arrivals of the active elements.

Starting with the special case of k-uniform matroids, where one can select up to k values, Alaei [73]

gave an OCRS that is
(

1− 1√
k+3

)
-selectable. This was recently improved for small k via the use of a static

threshold [74] and later made tight for all k [75]. Perhaps the simplest asymptotically optimal OCRS for

k-uniform matroids is due to Dinev and Weinberg [76], where the authors also show that greedy OCRSs for

this setting are necessarily suboptimal.

For matching constraints, Ezra, Feldman, Gravin and Tang [29] showed a 0.337-selectable OCRS. Rubin-

stein [77] considered general downwards-closed feasibility constraints and obtained logarithmic approximations.

The best-possible selectability for matchings remains an open question. A more general approach was taken by

Feldman, Svensson and Zenklusen [27] in their seminal paper that introduced Online Contention Resolution

Schemes. They presented greedy OCRSs for matroids, matchings and knapsack constraints, although whether

their greedy OCRSs for matchings and knapsacks are optimal is unknown.

For the case of a uniformly random arrival order and k-uniform matroids, Arnosti and Ma [19] recently

gave a surprising and quite beautiful single-threshold Random Order Contention Resolution Scheme (ROCRS)

that achieves the best-possible competitive ratio of 1− e−k kk

k! ; the upper bound is due to Alaei [73]. More

general feasibility constraints have also been studied in the random arrival order case, i.e. for matroids [78]

and matchings [79]–[81]. Adamczyk and W lodarczyk presented a unified framework for ROCRS in [28]. For

more information on the random order model in several other settings, we refer the reader to a survey by

Gupta and Singla [82]. ROCRSs have also found several applications to the stochastic probing model [83]–[88]

and a good starting point for more information on stochastic probing is Singla’s thesis [53].

1.4.3 Applications

The main application of prophet inequalities is on simple and truthful auctions. Given the intractability of

the optimal (revenue-maximizing) mechanisms for selling items [89]–[92], the focus of the community turned

to designing approximately optimal yet simple mechanisms, where prophet inequalities have proven extremely

useful. The works of Hajiaghayi, Kleinberg and Sandholm [6] and Chawla, Hartline, Malec and Sivan [7]

pioneered the use of prophet inequalities to analyze (sequential) posted price mechanisms for selling items.

Specifically, [6] observed that the problem of designing posted price mechanisms that maximize welfare can

be reduced to an appropriate optimal stopping theory problem, and this was extended to revenue-maximizing

posted price mechanisms in [7].

This result led to a significant effort to understand how the expected revenue of an optimal posted price

mechanism compares to that of the optimal auction [10], [11], [46], [58], [59], [73], [93]–[99]. In a surprising

result, Correa, Foncea, Pizarro and Verdugo [17] showed that the reverse direction also holds, establishing an

equivalence between finding stopping rules in an optimal stopping problem and designing optimal posted

price mechanisms – for more information on these applications see a survey by Lucier [100].
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1.5 ORGANIZATION

We present the roadmap for the remainder of this thesis.

Chapter 2: We introduce the I.I.D. Min-Prophet Inequality setting, and provide a unified analysis of both

the I.I.D. Max-Prophet and Min-Prophet Inequality from the lens of Extreme Value Theory. We

also study single-threshold algorithms for the minimization setting, as well as the competition

complexity of both the maximization and minimization settings. This chapter is based on joint

work with Ruta Mehta [101], on [102] and on joint work with Victor Verdugo [103].

Chapter 3: We introduce the k-Oracle Prophet Inequality, and show it is equivalent to the top-1-of-k

problem. We study the I.I.D. and non-I.I.D. settings, when the objective is maximizing the

competitive ratio or the probability of selecting the highest realization. This chapter is based

on joint work with Sariel Har-Peled and Farouk Harb [104].

Chapter 4: We investigate the selectability of optimal greedy OCRSs for special classes of matroids, showing

a separation between greedy and non-greedy OCRSs. This chapter is based on [105].

Chapter 5: We apply greedy OCRSs to obtain good guarantees on the competitive ratio for submodular

objective functions and matroid, matching and knapsack constraints. We also study the

correlation gap for general, not necessarily monotone, submodular functions. This chapter is

based on joint work with Chandra Chekuri [21].

Chapter 6: We conclude with several open problems and potential further directions in combinatorial

optimization under uncertainty.
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Chapter 2: DISTRIBUTION-OPTIMAL PROPHET INEQUALITIES

2.1 OVERVIEW

In Chapter 1, we discussed the prophet inequality problem for reward maximization. This chapter

introduces a natural counterpart, the prophet inequality for cost minimization, and shows that it is a

remarkably different problem in terms of the guarantees on the competitive ratio. Our first attempt at

obtaining optimal guarantees is via single-threshold algorithms, since these are indeed optimal for the rewards

maximization case. When these fail to achieve a constant competitive ratio, we switch to studying the optimal

threshold strategy. Our main result is a unified analysis of the rewards maximization and cost minimization

cases, via the lens of extreme value theory.

In the cost prophet inequality (also called the min-prophet inequality setting), the Xi’s represent costs

arriving in an online manner, and one must “stop” at some point and select the last cost seen. Note that the

constraint is now upwards-closed, i.e., one of the Xi’s has to be selected. In particular, if one makes it to Xn,

they are forced to pick its realization regardless of how high it is. The goal is to design a stopping strategy

ALG that minimizes the expected cost, and is comparable to the cost of an all-knowing prophet who can

always select the minimum realization and thus incurs cost equal to E [miniXi]. In this setting, for an α ≥ 1,

we say that algorithm ALG is α-competitive/approximate, if

E [ALG] ≤ α · E
[
min
i

Xi

]
. (2.1)

Prophet inequalities for cost minimization can find application in many settings, like their rewards

maximization counterparts. For example, consider a house buyer trying to decide when to buy a house in

a sellers’ market, where houses are selling fast. When a house arrives with its cost listed, the buyer may

have to decide the same day whether to buy it or not. Given that the buyer may have only distributional

knowledge of future house prices, the goal is to devise a buying strategy so that the price paid is minimized.

For the rewards maximization setting, the competitive ratio of 1/2 in the classical prophet inequality

is achievable through simple single-threshold algorithms [8], [32] of the form “accept the first Xi ≥ τ for

some threshold τ”, and is known to be tight. Furthermore, there exist simple online algorithms that achieve

constant-factor approximations even for general multi-dimensional settings with complicated constraints (e.g.

matroids, matchings, etc) [8], [29], [73], [75], [106]. Motivated by these works, our objective is to obtain

similar results to the rewards setting and identify the competitive ratios of the optimal single-threshold

algorithm and the optimal (multiple) threshold algorithm.

In this chapter, we study the above questions for the case of independent and identically distributed

(I.I.D.) random variables. At first glance, one may wonder why minimization is not equivalent to maximization

with negative Xi’s. The reason is that a strategy for maximization is allowed to not pick any of the Xi’s and

hence will pick nothing if Xi’s are negative. In contrast, in the minimization setting, one of the Xi’s has to

be selected, and hence such a reduction is impossible.

A first observation is that if the expected value of the given distribution is infinite, then there exists a

family of instances, one for every n ≥ 2, for which the competitive ratio is infinite (Proposition 2.1 due to

Lucier [107]). This is because, for any algorithm, regardless of which realization it selects, their expected value

will be infinite, whereas the expected minimum of the realizations is finite. This fact prevents any bounded
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factor approximation for all distributions. In the maximization setting this is impossible as the equivalent

would be a distribution supported on [0,+∞) which has expected value equal to 0, but for which the expected

maximum is strictly positive. Since such a distribution cannot exist by definition, the maximization setting

avoids such pathological cases.

We thus turn our attention to distributions with finite expected value. In the maximization setting, the

worst-case instance is achieved for n going to infinity. Motivated by this, we study fixed distributions that

are independent of n and investigate the competitive ratio’s behaviour as n goes to infinity. We call this the

Asymptotic Competitive Ratio (ACR). Our main contribution is in identifying that the behaviour of the ACR

is governed, for any distribution, by a single quantity, the extreme value index from the field of extreme value

theory.

2.1.1 Extreme Value Theory

The celebrated Extreme Value Theorem, also known as the Fisher-Tippett-Gnedenko Theorem, character-

izes the class of distributions for which the maxima and minima of a sample converge in distribution. Our

analysis assumes that the given distribution D belongs to this class, which is a mild assumption as this class

is dense in the space of all probability distributions [108].

Recall that for a distribution D with cdf F (x), the cdf of the maximum of n samples is Fn(x) and the cdf

of the minimum of n samples is 1− (1− F (x))
n
.

Theorem 2.1 (Extreme Value Theorem ([109], [110])). Let X1, . . . , Xn be a sequence of I.I.D. random

variables with cumulative distribution function F . Suppose that there exist two sequences an > 0, bn ∈ R such

that the following limit converges to a non-degenerate distribution function

lim
n→∞

Fn(anx + bn) = Gγ(x).

Then, Gγ(x) will be of the form

Gγ(x) =

exp
(
− (1 + γx)

−1/γ
)
, if γ ̸= 0,

exp (− exp (−x)) , if γ = 0,

for all 1 + γx > 0.

Similarly, suppose that there exist two sequences a′n > 0, b′n ∈ R such that the following limit converges to

a non-degenerate distribution function

lim
n→∞

(1− F (anx + bn))
n

= G∗γ(x).

Then G∗γ(x) will be of the form

G∗γ(x) =

exp
(
− (1− γx)

−1/γ
)
, if γ ̸= 0,

exp (− exp (x)) , if γ = 0.

for all 1− γx > 0.

In the theorem above, γ is called the extreme value index, and it partitions the space of all distributions
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into equivalence classes based on which Gγ their maxima and minima converge to.

• For γ > 0, we obtain the Fréchet class of distributions.

• For γ = 0, we obtain the Gumbel class of distributions.

• For γ < 0, we obtain the Reverse Weibull class of distributions.

Definition 2.1 (Domain of Attraction). When considering the I.I.D. Max-Prophet Inequality, we say that a

distribution D with cdf F belongs in the domain of attraction of Dγ , indicated as D ∈ Dγ , if there exist two

sequences an > 0, bn ∈ R such that the following limit converges to a non-degenerate distribution function

lim
n→∞

Fn(anx + bn) = Gγ(x).

Similarly, when considering the I.I.D. Min-Prophet Inequality, we say that a distribution D with cdf F

belongs in the domain of attraction of Dγ , indicated as D ∈ Dγ , if there exist two sequences a′n > 0, b′n ∈ R
such that the following limit converges to a non-degenerate distribution function

lim
n→∞

(1− F (a′nx + b′n))
n

= G∗γ(x).

For simplicity, we sometimes write F ∈ Dγ to indicate that the distribution D which has cdf F belongs

in the domain of attraction of Dγ . Whether we refer to the I.I.D. Max-Prophet Inequality or the I.I.D.

Min-Prophet Inequality will be clear from context.

One can think of the Extreme Value Theorem as the analogue of the Central Limit Theorem (CLT) for

maxima and minima instead of averages; in the same way that the CLT ensures that the (properly scaled)

average of n random variables drawn independently from the same distribution D converges in distribution to

a standard Gaussian distribution, as long as their variance is finite, the Fisher-Tippett-Gnedenko Theorem

ensures that, if the (properly scaled) maxima and minima of n random variables drawn independently from

D converge in distribution, then they can only converge to a distribution of the form of Gγ for maxima G∗γ

for minima.

In our analysis, the choice of domain for D is done carefully and without loss of generality. Let

supp(D) = [x∗, x
∗), where x∗ ≥ 0 and x∗ ≤ +∞. Notice that if x∗ ̸= 0, then in the I.I.D. Min-Prophet

Inequality, we can obtain a (1 + ε)-competitive ratio, for any ε and any distribution, by setting a threshold

equal to x∗ + ε. As n→∞, the probability that there exists a realization below x∗ + ε goes to 1. For this

reason, we assume that supp(D) = [0, x∗) without loss of generality. In the I.I.D. Max-Prophet Inequality,

for distributions with bounded domain, if x∗ < +∞, we can obtain a (1− ε)-competitive ratio, for any ε and

any distribution, by setting a threshold equal to x∗ − ε. Again, as n→∞, the probability that there exists a

realization above x∗ − ε goes to 1. This fact will show up in our analysis. Also, notice that the Extreme

Value Theorem for minima shows that γ > 0 implies that the left-most endpoint of the support of D has to

be −∞. Since these distributions are not studied in the prophet inequality setting, for the I.I.D. Min-Prophet

Inequality it must be that γ ≤ 0.

2.1.2 Competition Complexity

Apart from the competitive ratio, another notion of interest in optimal stopping problems such as the

prophet inequality is the competition complexity. Informally, the competition complexity of a distribution is
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defined as how many more samples than the prophet, as a multiplicative ratio, an algorithm needs to have in

order for the algorithm to outperform the prophet. More formally,

Definition 2.2 (Competition Complexity). Let D be a distribution. For every n ∈ N, the competition

complexity of D

• in the I.I.D. Max-Prophet Inequality, is defined as

CCM,D(n) ≜ inf
{
c ∈ N

∣∣∣ E [ALG(c · n)] ≥ E
[

n
max
i=1

Xi

]}
.

• in the I.I.D. Min-Prophet Inequality, is defined as

CCm,D(n) ≜ inf

{
c ∈ N

∣∣∣∣ E [ALG(c · n)] ≤ E
[

n
min
i=1

Xi

]}
.

The study of competition complexity in the context of prophet inequalities was introduced by [33], in

which the authors show that the competition complexity for maxima can be unbounded in the worst-case,

when D can depend on n. However, using the properties of the expected value of the optimal threshold

algorithm and the prophet that we show in our analysis of the competitive ratio, we show that when D is

independent of n, the competition complexity can be bounded by a small constant. We study the asymptotic

competition complexity (ACC), defined as ACCM,D = limn→∞ CCM,D(n) and ACCm,D = limn→∞ CCm,D(n)

for maxima and minima respectively, for distributions which are in the domain of Dγ for some γ.

2.1.3 Our Contributions

Single-Threshold Algorithms. Since single-threshold algorithms have proven very successful in providing

constant-factor approximations in the maximization setting, we start by asking whether we can achieve

similar results for the minimization setting as well. The intuition behind this is that if n is very large, one

could set a single threshold close to E[mini Xi] and with good probability there will be at least one realization

below the threshold. Unfortunately, this intuition turns out to be wrong, even for simple distributions, like

the exponential. We present an example in Section 2.3 explaining why this intuition fails.

For our first positive result, we show that single-threshold algorithms for the I.I.D. Min-Prophet Inequality

achieve a poly-logarithmic competitive ratio for distributions which belong in the domain of attraction of Dγ

for some γ.

Theorem 2.2. For the I.I.D. Min-Prophet Inequality and any distribution F ∈ Dγ , where γ < 0, there exists

a single-threshold algorithm that achieves a competitive ratio of O
(

(log n)
−γ
)
. Furthermore, this factor is

tight; no single-threshold algorithm can achieve a o
(

(log n)
−γ
)
competitive ratio for all instances.

Optimal Threshold Algorithm. As the theorem above shows, single-threshold algorithms for the I.I.D.

Min-Prophet Inequality fail to yield a constant competitive ratio, in contrast with the I.I.D. Max-Prophet

Inequality. In our efforts to overcome this, we turn our attention to the optimal (multiple) threshold algorithm.

Here, our contribution is twofold:

• We obtain a complete characterization of the I.I.D. Min-Prophet Inequality setting for every distribution

F ∈ Dγ for some γ, giving a closed form for the ACR that depends only on γ,

18



Figure 2.1: Λ(γ)

• We do this in a unified way for both the I.I.D. Max-Prophet Inequality and I.I.D. Min-Prophet Inequality,

showing that the ACR for both settings is characterized by a single function of γ, where the positive

domain of the function corresponds to the ACR for the maximization setting and the negative domain

corresponds to the ACR for the minimization setting.

Let Γ(x) denote the Gamma function4. What follows is our main theorem.

Theorem 2.3. Let F ∈ Dγ . Then,

• for the I.I.D. Max-Prophet Inequality, γ ∈ R and the asymptotic competitive ratio of the optimal

threshold policy as n→∞ is

λM = min

{
(1− γ)

−γ

Γ (1− γ)
, 1

}
.

• for the I.I.D. Min-Prophet Inequality, γ ≤ 0 and the asymptotic competitive ratio of the optimal

threshold policy as n→∞ is

λm = max

{
(1− γ)

−γ

Γ (1− γ)
, 1

}
.

The proof relies on a unified analysis for both maxima and minima and, while relatively simple and easy

to follow, makes heavy use of tools from extreme value theory and the theory of regularly varying functions.

We briefly discuss the unique function that characterizes the ACR. Let Λ(γ) ≜ (1−γ)−γ

Γ(1−γ) . Λ can be seen in

Figure 2.1.

To understand how Λ(γ) grows as γ → −∞, consider Stirling’s approximation for the Gamma function,

4For the definition of the Gamma function and more information, see Section 2.2.4
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Figure 2.2: ACR(γ) for Max Figure 2.3: ACR(γ) for Min

Γ(z) ≈
√
2π
z

(
z
e

)z
. Replacing this in the expression of Λ(γ), we have

Λ(γ) =
(1− γ)

−γ

Γ (1− γ)
≈ (1− γ)

−γ
√
2π

1−γ
(
1−γ
e

)1−γ = Θ
(
e−γ

)
. (2.2)

Thus, the dependence of Λ on γ is (approximately) exponential, for γ → −∞.

Our main theorem essentially states that the interesting cases of the ACR for the I.I.D. Max-Prophet

Inequality and the I.I.D. Min-Prophet Inequality, in which it is not equal to 1, are captured by the positive

and negative domains of Λ, respectively. i.e. λM = Λ(γ) for γ ≥ 0 in the I.I.D. Max-Prophet Inequality and

λm = Λ(γ) for γ ≤ 0 in the I.I.D. Min-Prophet Inequality.

MHR Distributions. Distributions with monotonically increasing hazard rate have been extensively

studied in the mechanism design literature due to their sought after properties and applications (e.g., see

[111]–[118]). These are known as monotone hazard rate (MHR) (also known as increasing failure rate (IFR))

distributions. For our third result, we show that for the special case of MHR distributions, γ ≤ 0 for maxima

and γ ≥ −1 for minima. Due to the former, we recover the result of [96] which states that the competitive

ratio of the I.I.D. Max-Prophet Inequality goes to 1 as n goes to infinity and the distribution is MHR. Due

to the latter and the fact that Λ(−1) = 2, Theorem 2.3 implies the following.

Theorem 2.4. In the I.I.D. Max-Prophet Inequality, the optimal threshold strategy is 1-competitive for every

MHR distribution in the domain of attraction of Dγ for some γ.

In the I.I.D. Min-Prophet Inequality, the optimal threshold strategy is 2-competitive for every MHR

distribution in the domain of attraction of Dγ for some γ. Furthermore, the factor of 2 is tight, since there is

no (2− ε)-competitive algorithm for any ε > 0 for the exponential distribution, which is MHR.

Competition Complexity. At first glance, one could think that, since the asymptotic competitive ratio

is 1 for maxima and γ ≤ 0 and for minima and γ = 0, this implies that the competition complexity for

these cases is 1. However, this is not the case; as an example, consider the exponential distribution with
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F (x) = 1− e−x, for which γ = 0 for maxima. We have µn:n ≥ log n + γ∗ for every n ≥ 1, where γ∗ ≈ 0.577

is the Euler-Mascheroni constant, and one can easily verify via induction that GM (n) ≤ log n + 1/6 for

n ≥ 4. Assume that the competition complexity for some n ≥ 4 is at most 3/2; then, it must be that

log (3/2 · n) + 1/6 ≥ log n + γ∗, which is not true for any n ∈ N. In fact, we will later see that the competition

complexity for the exponential distribution (and all distributions in the domain of attraction of D0) is

eγ
∗ ≈ 1.781.

Our main result for the asymptotic competition complexity is its characterization by a single function that

depends only on γ. In fact, this function is the same for both maxima and minima, yielding a qualitatively

different result than our result for the competitive ratio. Thus, we obtain that the ACC is the same for both

the I.I.D. Max-Prophet Inequality and the I.I.D. Min-Prophet Inequality. Via our analysis of the (optimal)

algorithm and prophet’s values, we obtain the following result.

Theorem 2.5. For every F ∈ Dγ , we have that

ACCM,D = ACCm,D = (1− γ) (Γ(1− γ))
1/γ

.

Recall that Λ(γ) = (1−γ)−γ

Γ(1−γ) is the function characterizing the competitive ratio for distributions in Dγ ,

and notice that the ACC for both maxima and minima is equal to Λ(γ)
−1/γ

.

As a corollary of Theorem 2.5, we can upper bound the ACC for every class of distributions described by

the Extreme Value Theorem.

Corollary 2.1. Let D be a distribution in the domain of attraction of Dγ for some γ ∈ R.

• If D is in the Fréchet family (γ > 0), then ACCM,D ≤ eγ
∗ ≈ 1.781, where γ∗ ≈ 0.577 is the Euler-

Mascheroni constant, obtained as γ → 0.

• If D is in the Gumbel family (γ = 0), then ACCM,D, ACCm,D ≤ eγ
∗ ≈ 1.781, where γ∗ ≈ 0.577 is the

Euler-Mascheroni constant.

• If D is in the Reverse Weibull family (γ < 0), then ACCM,D, ACCm,D ≤ e, obtained as γ → −∞.

An interesting observation about Theorem 2.5 and Corollary 2.1 is that the Fréchet family has better

competition complexity than the Gumbel family which in turn has better competition complexity than the

Weibull family. This is in stark contrast with the competitive ratio in the maximization setting, where the

ratio is worse for distributions in the Fréchet family.

2.1.4 Related Work

Our work is most closely related to the long line of work that considers the case of I.I.D. random variables

drawn from a known distribution, which dates back to Hill and Kertz [3]. As stated previously, Kertz [50]

showed that the competitive ratio in the I.I.D. case approaches ≈ 0.745 as n goes to infinity and conjectured

its tightness. A simpler proof of this can be found in [51]. The bound of ≈ 0.745 was shown to be tight by

Correa, Foncea, Hoeksma, Oosterwijk and Vredeveld [5]. The proofs of both the upper and lower bounds

were recently simplified, by [22] and [15] respectively.

For minimization in the more general setting where the distributions are not necessarily identical,

Esfandiari, Hajiaghayi, Liaghat and Monemizadeh [12] observed that no algorithm can achieve any bounded
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competitive factor. Recently, [119] initiated the study of buy-and-sell prophet inequalities, named trading

prophets, a model that is similar yet orthogonal to the minimization setting. They obtained constant factor

guarantees on the competitive ratio using single-threshold algorithms.

For more information on other related work, see §1.4.

Organization. Section 2.2 contains all relevant definitions and technical background needed for our results.

In Section 2.3, we show that simple-threshold algorithms achieve a poly-logarithmic competitive ratio.

Section 2.4 characterizes the optimal (multiple) threshold algorithm and contains our unified analysis for

both the I.I.D. Max-Prophet Inequality and the I.I.D. Min-Prophet Inequality. Finally, in Section 2.5, we

study the competition complexity of both the I.I.D. Max-Prophet Inequality and the I.I.D. Min-Prophet

Inequality for large n.

2.2 PRELIMINARIES

Let X1, . . . , Xn denote random variables drawn independently from a known distribution D supported

on [0, x∗), where x∗ ≤ +∞. In the prophet inequality setting, we are presented with the realizations of Xi

sequentially and at each step i we must make an immediate and irrevocable decision to accept or reject

Xi. The process ends when we accept a realization and, once rejected, a realization cannot be obtained in

the future. The benchmark is an all-knowing prophet who can see all realizations in advance and always

select the optimal. In the I.I.D. Max-Prophet Inequality, the goal is to maximize the selected realization and

the prophet’s objective is E[maxi Xi], whereas in the I.I.D. Min-Prophet Inequality, the goal is to minimize

the selected realization and the prophet’s objective is E[maxi Xi] (but we are forced to select at least one

realization).

Suppose we reorder the random variables such that X(1) ≤ · · · ≤ X(n). Then, X(i) is called the i-th order

statistic of D. We denote the expected value of the i-th order statistic of n samples from D by µi:n = ED[X(i)].

Of special interest to us are the expectation of the last and first order statistic, i.e. the largest µn:n and

smallest µ1:n expected values, since they capture the prophet’s objective in the I.I.D. Max-Prophet Inequality

and I.I.D. Min-Prophet Inequality, respectively.

Let F : [0,+∞)→ [0, 1], where F (x) = PrX∼D [X ≤ x], and f : [0,+∞)→ [0, 1] denote the Cumulative

Distribution Function (CDF) and Probability Density Function (PDF) of D, respectively.

Definition 2.3 (Left Continuous Inverse). Let F be a non-decreasing function on R. The (left continuous)

inverse of F is defined as

F←(y) = inf {x | F (x) ≥ y} .

The above definition works with the convention that the infimum of an empty set is +∞. For more

information on the left continuous inverse see [120] (Section 0.2). In particular, if F denotes the CDF of a

distribution D, then F←(y) denotes the quantile function of D, i.e. F←(y) is the smallest value τ for which

PrX∼D[X ≤ τ ] ≥ y.

We use GM (n) and Gm(n) to denote the expected value of the optimal threshold policy for the I.I.D.

Max-Prophet Inequality and the I.I.D. Min-Prophet Inequality settings with n random variables, respectively.

To avoid confusion, we denote the asymptotic competitive ratio in the I.I.D. Max-Prophet Inequality by λM

and in the I.I.D. Min-Prophet Inequality by λm.
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Definition 2.4 (Asymptotic Competitive Ratio). Consider an instance of the I.I.D. Max-Prophet Inequality

(resp. I.I.D. Min-Prophet Inequality) with n random variables. Then, the asymptotic competitive ratio λ is

λM ≜ lim
n→∞

GM (n)

µn:n
, in the I.I.D. Max-Prophet Inequality,

λm ≜ lim
n→∞

Gm(n)

µ1:n
, in the I.I.D. Min-Prophet Inequality.

Since we analyze the asymptotic competitive ratio as n→∞, we use ≈ to denote asymptotic equality,

for brevity and ease of presentation. In other words, whenever we write a(n) ≈ b(n) for two expressions

a(n), b(n) that depend on n, it implies that limn→∞
a(n)
b(n) = 1.

Next, we show that in the I.I.D. Min-Prophet Inequality, one cannot hope to obtain a bounded competitive

factor for all distributions. The following counterexample is due to Lucier [107].

Proposition 2.1 ([107]). For any n ≥ 2, there exists an instance of the I.I.D. cost prophet inequality problem

for which no algorithm is α-competitive for any α > 0.

Proof. Let n = 2 and consider the distribution, with support [1,+∞) and CDF F (x) = 1− 1/x, also known

as the equal-revenue distribution. For this distribution, we have

E[X] =

∫ ∞
0

(1− F (x)) dx = 1 +

∫ ∞
1

(1− F (x)) dx = 1 +

∫ ∞
1

1

x
dx = +∞. (2.3)

In this case, the expected cost of any algorithm is E [ALG] = +∞, regardless of whether it stops at X1 or at

X2. However, the prophet is always able to select the minimum of X1 and X2, which is

OPT = µ1:2 =

∫ ∞
0

(1− F (x))
2
dx = 1 +

∫ ∞
1

1

x2
dx = 2. (2.4)

Therefore, no algorithm can achieve a finite competitive ratio.

Notice that the above counterexample can be easily extended to any n > 2. Due to the recursive nature

of the optimal online algorithm, we have E [ALG] = +∞ regardless of which Xi the algorithm chooses to

stop at. However, µ1:n is finite for any n ≥ 2. QED

2.2.1 Hazard Rate

Our results make use of the hazard (failure) rate of a distribution. We refer the reader to [121] for an

extensive overview. Intuitively, for discrete distributions, the hazard rate for maxima (resp. minima) at a

point t represents the probability that an event occurs at time t, given that the event has not occurred (resp.

has occured) up to time t. For continuous distributions, the hazard rate instead quantifies the instantaneous

rate of the event’s occurrence at time t.

Definition 2.5 (Hazard Rate). For a distribution D with cumulative distribution function F and probability

density function f , the maxima hazard rate h and minima hazard rate r of D are defined as

h(x) ≜
f(x)

1− F (x)
and r(x) ≜

f(x)

F (x)
,

for all x in the support of D.
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Furthermore, let H and R denote the antiderivatives of h and r, which we call the cumulative hazard

rates of D for maxima and minima respectively:

H(x) ≜
∫ x

0

h(u) du and R(x) ≜
∫ x

0

r(u) du.

Notice that,

H(x) =

∫ x

0

h(u) du =

∫ x

0

f(u)

1− F (u)
du = −

∫ x

0

(ln (1− F (u)))
′
du = − ln (1− F (x)) , (2.5)

which implies that 1− F (x) = e−H(x). Similarly,

R(x) =

∫ x

0

r(u) du =

∫ x

0

f(u)

F (u)
du =

∫ x

0

(ln (F (u)))
′
du = ln (F (x)) , (2.6)

which implies that F (x) = eR(x).

Distributions with monotonically increasing hazard rate have found a special place within mechanism

design literature, originally introduced for the study of revenue maximization. They are known as MHR (or

IFR for increasing failure rate) distributions.

Definition 2.6 (Monotone Hazard Rate Distribution). A distribution D is called a Monotone Hazard Rate

(MHR) distribution if and only if the hazard rate function h of D is non-decreasing.

2.2.2 Regularly Varying Functions

Our analysis relies heavily on the theory of regularly varying functions, originally developed by Karamata.

Regularly varying functions are, roughly speaking, functions that behave asymptotically like power functions.

We present some basic definitions here; for more information on the topic see [120] and [122].

Definition 2.7. Let f : R≥0 → R be a Lebesgue measurable function that is eventually positive. We say

that f is regularly varying (at infinity) if, for some α ∈ R and every x > 0

lim
t→∞

f(tx)

f(t)
= xα.

In this case, we indicate this as f ∈ RVα.

In the above definition, α is called the index of regular variation and whenever α = 0, we say that f

is slowly varying. Furthermore, we say that f(x) is regularly varying at 0 if and only if f(1/x) is regularly

varying at infinity. If f ∈ RVα, then L(x) = f(x)/xα ∈ RV0. In general, one can represent any f ∈ RVα as

f(x) = xαL(x), where L is a slowly-varying function.

Next, we present a connection between distributions F ∈ Dγ for some γ and regular variation. In

particular, we show that the quantile function F← of such a distribution is a regularly varying function.

Let UM (x) ≜ F←(1 − x) and Um(x) ≜ F←(x). Since 1 − F (x) = e−H(x) and F (x) = eR(x), we have that

UM (x) = H←(− log x) and Um(x) = R←(log x).

Lemma 2.1. If F ∈ Dγ , then Um ∈ RV−γ at 0. Furthermore, for γ ∈ [0, 1), we have UM ∈ RV−γ at 0, and

for γ ≤ 0, we have x∗ < +∞ and x∗ − UM ∈ R−γ at 0.
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Proof. Let γ ∈ [0, 1). Since F ∈ Dγ , by [31] (Corollary 1.2.10), we have that UM (1/x) ∈ RVγ which implies

that

lim
t→∞

UM (1/tx)

UM (1/t)
= xγ . (2.7)

Therefore,

lim
t→0+

UM (tx)

UM (t)
= x−γ , (2.8)

and UM ∈ RV−γ at 0.

Next, let γ < 0. Since F ∈ Dγ , by [31] (Corollary 1.2.10), we have that x∗ − UM (1/x), Um (1/x) ∈ RVγ ,

which implies that

lim
t→∞

x∗ − UM (1/tx)

x∗ − UM (1/t)
= lim

t→∞

Um (1/tx)

Um (1/t)
= xγ . (2.9)

Therefore,

lim
t→0+

x∗ − UM (tx)

x∗ − UM (t)
= lim

t→0+

Um(tx)

Um(t)
= x−γ , (2.10)

and x∗ − UM , Um ∈ RV−γ at 0. QED

Next, we present a famous theorem in the theory of regularly varying functions, due to Karamata, that is

very useful in all our results. For more details on this see [31] (Appendix B) and [120].

Lemma 2.2 (Karamata’s Theorem). For F ∈ Dγ and large enough n, we have∫ x

0

F←(1− u) du ≈ xF←(1− x)

1− γ
, for γ ≤ 1,

and ∫ x

0

F←(u) du ≈ xF←(x)

1− γ
, for γ ≤ 0.

In particular, ∫ exp(−H(GM (n−1)))

0

H← (− log u) du ≈ GM (n− 1) · e−H(GM (n−1))

1− γ
, for γ ≤ 1,

and ∫ exp(R(Gm(n−1)))

0

R← (log u) du ≈ Gm(n− 1) · eR(Gm(n−1))

1− γ
, for γ ≤ 0.

Proof. The first two asymptotic equalities are due to Karamata ([31], Theorem B.1.5). Recall that

H←(− log x), R←(log x) ∈ RV−γ at 0, by Lemma 2.1. Since, as n→∞, e−H(GM (n−1)), eR(Gm(n−1)) → 0, the

other two asymptotic equalities follow directly from the first two. QED

2.2.3 Expectations of Order Statistics

We now turn our attention to the expectation of the first and last order statistic of F , i.e. to µ1:n and

µn:n. Here, we provide a few lemmas that will be very useful in our analysis of both single-threshold and

multiple-threshold algorithms.
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Lemma 2.3. For F ∈ Dγ and large enough n, we have

µn:n ≈


Γ(1− γ)F←

(
1− 1

n

)
, for γ ∈ (0, 1),

F←
(

1− e−γ∗

n

)
, for γ = 0,

x∗ − Γ(1− γ)
(
x∗ − F←

(
1− 1

n

))
, for γ < 0,

and

µ1:n ≈

Γ(1− γ)F←
(
1
n

)
, for γ < 0,

F←
(

e−γ∗

n

)
, for γ = 0.

where γ∗ ≈ 0.577 is the Euler-Mascheroni constant.

Proof. Since F ∈ Dγ , by Theorem 2.1, we know that there exist sequences an > 0, bn ∈ R such that

lim
n→∞

Fn(anx + bn) = Gγ(x). (2.11)

Let Mn = max {X1, . . . , Xn}. If (2.11) is satisfied, it has to be satisfied for

• an = UM (1/n) and bn = 0, if γ ∈ (0, 1),

• bn = UM (1/n) and appropriately chosen an if γ = 0, and

• an = x∗ − UM (1/n) and bn = x∗, if γ ∈< 0,

by [31] (Corollary 1.2.4). Let Yn = max {X1−bn/an, . . . ,Xn−bn/an} = Mn−bn
an

. The above imply that limn→∞ Yn

converges in distribution to a random variable Z distributed according to Gγ . Notice that, for 0 < γ < 1, we

have E[Z] = Γ(1− γ), for γ = 0, we have E[Z] = γ∗ and for γ < 0, we have E[Z] = −Γ(1− γ) ([31], Theorem

5.3.1). This implies that, for large enough n and γ ∈ (0, 1)

E[Yn] ≈ Γ(1− γ) ⇐⇒ µn:n ≈ Γ(1− γ)an = Γ(1− γ)F←
(

1− 1

n

)
. (2.12)

For γ = 0, we have

E[Yn] ≈ γ∗ ⇐⇒ µn:n ≈ anγ
∗ + bn = anγ

∗ + UM (1/n) = anγ
∗ + F←

(
1− 1

n

)
. (2.13)

Finally, for γ = 0, by [31] (Theorem 1.1.6), we have that, for any x > 1

an ≈
UM (1/xn)− UM (1/n)

log x
=

F←
(
1− 1

xn

)
− F←

(
1− 1

n

)
log x

. (2.14)

Combining (2.13) and (2.14), we get

µn:n ≈
γ∗

log x
F←

(
1− 1

xn

)
+

(
1− γ∗

log x

)
F←

(
1− 1

n

)
. (2.15)

Setting x = eγ
∗

yields

µn:n ≈ F←
(

1− e−γ
∗

n

)
. (2.16)
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Finally, for γ < 0, we have

E[Yn] ≈ −Γ(1− γ) ⇐⇒ µn:n ≈ −Γ(1− γ)an + bn = x∗ − Γ(1− γ)

(
x∗ − F←

(
1− 1

n

))
. (2.17)

Similarly, by Theorem 2.1, we know that there exist sequences a′n > 0, b′n ∈ R such that

lim
n→∞

(1− F (anx + bn))
n

= G∗γ(x). (2.18)

Let mn = min {X1, . . . , Xn}. If (2.18) is satisfied, it has to be satisfied for a′n = Um (1/n) and b′n = 0,

if γ ∈< 0 and for b′n = Um (1/n) and appropriately chosen a′n if γ = 0 ([31], Corollary 1.2.4). Let

Y ′n = min {X1−b′n/a′
n, . . . ,Xn−b′n/a′

n} =
mn−b′n

a′
n

. The above imply that limn→∞ Y ′n converges in distribution to

a random variable Z ′ distributed according to G∗γ . Notice that, for γ < 0, we have E[Z ′] = Γ(1− γ), whereas

for γ = 0, we have E[Z ′] = −γ∗. This implies that, for large enough n,

E[Y ′n] ≈ Γ(1− γ) ⇐⇒ µ1:n ≈ Γ(1− γ)a′n = Γ(1− γ)F←
(

1

n

)
, (2.19)

whereas for γ = 0

E[Y ′n] ≈ −γ∗ ⇐⇒ µ1:n ≈ −a′nγ∗ + b′n = −a′nγ∗ + Um (1/n) = −a′nγ∗ + F←
(

1

n

)
. (2.20)

Finally, for γ = 0, by [31] (Theorem 1.1.6), we have that, for any x > 1

a′n ≈
Um (1/xn)− Um (1/n)

− log x
=

F←
(

1
xn

)
− F←

(
1
n

)
− log x

. (2.21)

Combining (2.20) and (2.21), we get

µ1:n ≈
γ∗

log x
F←

(
1

xn

)
+

(
1− γ∗

log x

)
F←

(
1

n

)
. (2.22)

Setting x = eγ
∗

yields

µ1:n ≈ F←
(
e−γ

∗

n

)
. (2.23)

QED

The asymptotic expression for µn:n and µ1:n leads us to consider alternative representations of the tail

quantiles of F .

Lemma 2.4. For every F ∈ Dγ , c > 0 and large enough n, we have

• For γ ∈ (0, 1),

F←
(

1− c

n

)
≈ c−γF←

(
1− 1

n

)
.

• For γ < 0,

x∗ − F←
(

1− c

n

)
≈ c−γ

(
x∗ − F←

(
1− 1

n

))
,
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and

F←
( c
n

)
≈ c−γF←

(
1

n

)
.

Proof. Let γ ∈ (0, 1). Since F ∈ Dγ , we know that UM (1/x) ∈ RVγ ([31], Corollary 1.2.10). By the definition

of regular variation, we have

lim
n→∞

UM (1/xn)

UM (1/n)
= xγ , (2.24)

for all x > 0. Recall that UM (1/x) = F←
(
1− 1

x

)
, and thus

lim
n→∞

F←
(
1− 1

xn

)
F←

(
1− 1

n

) = xγ , (2.25)

for all x > 0. For x = 1
c , we obtain, for large enough n

F←
(

1− c

n

)
≈ c−γF←

(
1− 1

n

)
. (2.26)

Next, let γ < 0. Since F ∈ Dγ , we know that x∗ − UM (1/x) , Um (1/x) ∈ RVγ ([31], Corollary 1.2.10). By

the definition of regular variation, we have

lim
n→∞

x∗ − UM (1/xn)

x∗ − UM (1/n)
= lim

n→∞

Um (1/xn)

Um (1/n)
= xγ , (2.27)

for all x > 0. Recall that x∗ − UM (1/x) = x∗ − F←
(
1− 1

x

)
and Um (1/x) = F←

(
1
x

)
. Therefore,

lim
n→∞

x∗ − F←
(
1− 1

xn

)
x∗ − F←

(
1− 1

n

) = lim
n→∞

F←
(

1
xn

)
F←

(
1
n

) = xγ , (2.28)

for all x > 0. For x = 1
c , we obtain, for large enough n

x∗ − F←
(

1− c

n

)
≈ c−γ

(
x∗ − F←

(
1− 1

n

))
, (2.29)

and

F←
( c
n

)
≈ c−γF←

(
1

n

)
. (2.30)

QED

Next, we use Lemmas 2.3 and 2.4 to characterize exactly how the ratio of the prophet’s expected value

for n− 1 and n behaves as n→∞.

Lemma 2.5. For F ∈ Dγ and large enough n, we have

• For γ ∈ (0, 1),
µn−1:n−1

µn:n
= 1− γ

n
+ o

(
1

n

)
.

• For γ < 0,
x∗ − µn−1:n−1

x∗ − µn:n
= 1− γ

n
+ o

(
1

n

)
.
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and
µ1:n−1

µ1:n
= 1− γ

n
+ o

(
1

n

)
.

Proof. Let γ ∈ (0, 1). Notice that, by Lemma 2.3, for large enough n, we have

µn−1:n−1 ≈ Γ(1− γ)F←
(

1− 1

n− 1

)
= Γ(1− γ)F←

(
1− c

n

)
, (2.31)

for c = 1 + 1
n−1 . Using Lemma 2.4, we obtain

µn−1:n−1 ≈ Γ(1− γ)

(
1 +

1

n− 1

)−γ
F←

(
1− 1

n

)
. (2.32)

Also, again by Lemma 2.3, we have

µn:n ≈ Γ(1− γ)F←
(

1− 1

n

)
, (2.33)

and thus, for large enough n

µn−1:n−1

µn:n
≈
(

1 +
1

n− 1

)−γ
= 1− γ

n
+ o

(
1

n

)
. (2.34)

Similarly, for γ < 0, by Lemma 2.3, for large enough n, we have

x∗ − µn−1:n−1 ≈ Γ(1− γ)F←
(

1− 1

n− 1

)
= Γ(1− γ)F←

(
1− c

n

)
, (2.35)

and

µ1:n−1 ≈ Γ(1− γ)F←
(

1

n− 1

)
= Γ(1− γ)F←

( c
n

)
, (2.36)

for c = 1 + 1
n−1 . Using Lemma 2.4, we obtain

x∗ − µn−1:n−1 ≈ Γ(1− γ)

(
1 +

1

n− 1

)−γ
F←

(
1− 1

n

)
, (2.37)

and

µ1:n−1 ≈ Γ(1− γ)

(
1 +

1

n− 1

)−γ
F←

(
1

n

)
. (2.38)

Also, again by Lemma 2.3, we have

x∗ − µn:n ≈ Γ(1− γ)F←
(

1− 1

n

)
, (2.39)

and

µ1:n ≈ Γ(1− γ)F←
(

1

n

)
, (2.40)
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and thus, for large enough n

x∗ − µn−1:n−1

x∗ − µn:n
≈
(

1 +
1

n− 1

)−γ
= 1− γ

n
+ o

(
1

n

)
, (2.41)

and
µ1:n−1

µ1:n
≈
(

1 +
1

n− 1

)−γ
= 1− γ

n
+ o

(
1

n

)
. (2.42)

QED

Successive applications of the lemma above yield the following corollary.

Corollary 2.2. For F ∈ Dγ , large enough n and m < n, we have

• For γ ∈ (0, 1),
µm:m

µn:n
=

Γ(m + 1)

Γ(n + 1)
· Γ(n + 1− γ)

Γ(m + 1− γ)
+ o

(
1

n

)
.

• For γ < 0,
x∗ − µm:m

x∗ − µn:n
=

Γ(m + 1)

Γ(n + 1)
· Γ(n + 1− γ)

Γ(m + 1− γ)
+ o

(
1

n

)
.

and
µ1:m

µ1:n
=

Γ(m + 1)

Γ(n + 1)
· Γ(n + 1− γ)

Γ(m + 1− γ)
+ o

(
1

n

)
.

In particular, taking the series expansion of Γ(·) around infinity, it is easy to see that

Γ(m + 1)

Γ(n + 1)
· Γ(n + 1− γ)

Γ(m + 1− γ)
= 1− kγ

n
+ o

(
1

n

)
, for m = n− k

Γ(m + 1)

Γ(n + 1)
· Γ(n + 1− γ)

Γ(m + 1− γ)
=

1

kγ
− 2γ(γ − 1)

kγn
+ o

(
1

n

)
, for m = n/k.

2.2.4 Gamma Function

The Gamma (Γ) function – which is an extension of the factorial function over the reals – and its

relatives arise in our closed form of the ACR. For x > 0, it is defined as Γ(x) =
∫∞
0

tx−1e−t dt. In particular,

Γ(n + 1) = n! for every n ∈ N. Like the factorial function, the Gamma function also satisfies the following

recurrence Γ(x + 1) = xΓ(x). For a more extensive treatment along with many folklore results about the

function, see [123].

2.3 SINGLE-THRESHOLD ALGORITHMS FOR THE I.I.D. MIN-PROPHET INEQUALITY

In this section, we investigate single-threshold algorithms for the I.I.D. Min-Prophet Inequality. We start

by showing that the intuition from the I.I.D. Max-Prophet Inequality on how to select a single threshold fails

in the I.I.D. Min-Prophet Inequality. Afterwards, for any distribution F ∈ Dγ , we design a single-threshold

that achieves a poly-logarithmic competitive ratio, where the exponent is exactly −γ, and show that this

dependence is optimal up to constants.

A natural first approach that is seemingly intuitive is to set a single threshold T = c · µ1:n for some c ≥ 1

since, if n is large enough, with good probability there will be a realization below the threshold and one would
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achieve a good competitive ratio in this manner. The following example shows why this natural intuition

fails.

Example 2.1. Consider the exponential distribution, for which F (x) = 1 − e−x, f(x) = e−x, H(x) = x,

E[X] = 1 and

µ1:n =

∫ ∞
0

e−nx dx =
1

n
. (2.43)

In our attempt to achieve a constant competitive ratio, we set a threshold T = c
n for some constant c > 0. If

there exists a realization of X1, . . . , Xn−1 that is below T , then we would select it; otherwise we are forced to

select Xn and obtain a cost equal to E[X].

The probability that there exists a realization of X1, . . . , Xn−1 that is below T is 1 − (1− F (T ))
n−1

.

Thus, the expected cost of our algorithm is

E[ALGn] =
(

1− (1− F (T ))
n−1
)
E [X |X ≤ T ] + (1− F (T ))

n−1
E[X] (2.44)

=
(

1− e−(n−1)T
)
E [X |X ≤ T ] + e−(n−1)T · 1 (2.45)

=
(

1− e−c
n−1
n

)
E [X |X ≤ c/n] + e−c

n−1
n (2.46)

=
(

1− e−c
n−1
n

) ∫ c
n

0
xf(x) dx

1− e−c/n
+ e−c

n−1
n (2.47)

=
(

1− e−c
n−1
n

) ∫ c
n

0
xe−x dx

1− e−c/n
+ e−c

n−1
n (2.48)

=
(

1− e−c
n−1
n

) 1− e−c/n − c
n e−c/n

1− e−c/n
+ e−c

n−1
n (2.49)

=
(

1− e−c
n−1
n

)(
1− c

n
· e−c/n

1− e−c/n

)
+ e−c

n−1
n . (2.50)

Thus, the competitive ratio is

λm(n) =
E[ALGn]

µ1:n
= n

((
1− e−c

n−1
n

)(
1− c

n
· e−c/n

1− e−c/n

)
+ e−c

n−1
n

)
. (2.51)

Notice that, as n→ +∞, we have

lim
n→+∞

n
(

1− e−c
n−1
n

)(
1− c

n
· e−c/n

1− e−c/n

)
=

c e−c (ec − 1)

2
, (2.52)

but

lim
n→+∞

n e−c
n−1
n = +∞, (2.53)

and thus the asymptotic competitive ratio of this algorithm is infinite.

2.3.1 Optimal Single Threshold

This section is dedicated to proving Theorem 2.2. We design an algorithm which sets a fixed threshold T

and selects the first realization that is below T . If our algorithm ever reaches Xn and has not selected any

value, it is forced to pick the realization of Xn regardless of its cost. Recall that F ∈ Dγ for some γ < 0.
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Our choice of T is

T = Θ

((
log n

n

)−γ)
. (2.54)

For clarity of presentation, we split the analysis of the upper and lower bounds on the competitive ratio

into different sections. Theorem 2.2 follows by Theorems 2.6 and 2.7.

Remark 2.1. Theorem 2.2 holds for γ < 0. This is because for γ = 0, as we will see in the proof of

Theorem 2.6, we have that µ1:1 ≤ cµ1:n for some constant c > 1 and all n. Thus, an algorithm that sets a

single threshold T ∈ (µ1:n, µ1:1] achieves a constant competitive ratio.

Upper Bound

Theorem 2.6. For the I.I.D. Min-Prophet Inequality and any distribution F ∈ Dγ, there exists a single-

threshold T = T (n, γ, F ) such that the algorithm that selects the first value Xi ≤ T for i < n and Xn

otherwise, achieves a O
(

(log n)
−γ
)
-competitive ratio, for large enough n.

Proof. We start by analyzing the algorithm’s performance for an arbitrary choice of T . We have

E[ALG] =
(

1− (1− F (T ))
n−1
)
E [X |X ≤ T ] + (1− F (T ))

n−1 E[X] (2.55)

=
1− (1− F (T ))

n−1

F (T )

∫ T

0

(F (T )− F (x)) dx + (1− F (T ))
n−1

µ1:1 (2.56)

=
1− (1− F (T ))

n−1

F (T )

(
TF (T )−

∫ T

0

F (x) dx

)
+ (1− F (T ))

n−1
µ1:1. (2.57)

Let t = F (x) =⇒ dx = (F←(t))
′
dt. Thus,

E[ALG] =
1− (1− F (T ))

n−1

F (T )

(
TF (T )−

∫ F (T )

0

t (F←(t))
′
dt

)
+ (1− F (T ))

n−1
µ1:1 (2.58)

=
1− (1− F (T ))

n−1

F (T )

(
TF (T )− TF (T ) +

∫ F (T )

0

F←(t) dt

)
+ (1− F (T ))

n−1
µ1:1 (2.59)

=
1− (1− F (T ))

n−1

F (T )
·
∫ F (T )

0

F←(t) dt + (1− F (T ))
n−1

µ1:1. (2.60)

However, notice that, since F ∈ Dγ , by [31] (Corollary 1.2.10), we have that F← ∈ RV−γ . Thus, by

Lemma 2.2, we have ∫ F (T )

0

F←(t) ≈ TF (T )

1− γ
, (2.61)

as T → 0+, which for our choice of T corresponds to n→ +∞.

Also, using Lemma 2.5 and ignoring lower order terms, we have

µ1:1 ≈
n∏

j=2

(
1− γ

j

)
µ1:n =

Γ(n + 1− γ)

(1− γ)Γ(1− γ)Γ(n + 1)
µ1:n =

(
n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
µ1:n. (2.62)
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Therefore, for large enough n,

E[ALG] ≈ 1− (1− F (T ))
n−1

F (T )
· TF (T )

1− γ
+ (1− F (T ))

n−1
(

n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
µ1:n (2.63)

=
(

1− (1− F (T ))
n−1
) T

1− γ
+ (1− F (T ))

n−1
(

n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
µ1:n. (2.64)

(2.65)

Thus, the competitive ratio is

λm(n) ≈
(

1− (1− F (T ))
n−1
) T

(1− γ)µ1:n
+ (1− F (T ))

n−1
(

n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
. (2.66)

Next, let T = F←
(

g(n,γ)
n

)
, for some appropriate function g to be defined later. Then, we obtain

λm(n) ≈

(
1−

(
1− g(n, γ)

n

)n−1
)

F←
(

g(n,γ)
n

)
(1− γ)µ1:n

+

(
1− g(n, γ)

n

)n−1(
n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
. (2.67)

Using Lemmas 2.3 and 2.4, along with the fact that Γ(2− γ) = (1− γ)Γ(1− γ), for large enough n we get

λm(n) ≈

(
1−

(
1− g(n, γ)

n

)n−1
)

F←
(

g(n,γ)
n

)
(1− γ)Γ(1− γ)F←

(
1
n

) (2.68)

+

(
1− g(n, γ)

n

)n−1(
n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
(2.69)

≈
(

1− e−g(n,γ)
) (g(n, γ))

−γ
F←

(
1
n

)
(1− γ)Γ(1− γ)F←

(
1
n

) + e−g(n,γ)
(

n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
(2.70)

≈ 1

Γ(2− γ)

((
1− e−g(n,γ)

)
(g(n, γ))

−γ
+ e−g(n,γ)

(
n−γ + o

(
n−γ

)))
. (2.71)

Finally, let g(n, γ) = −γ log
(

n
logn

)
. This implies that e−g(n,γ) =

(
logn
n

)−γ
and that (g(n, γ))

−γ
=

(−γ)
−γ
(

log
(

n
logn

))−γ
. Therefore, (2.71) becomes

λm(n) ≈ 1

Γ(2− γ)

((
1−

(
log n

n

)−γ)
(−γ)

−γ
(

log

(
n

log n

))−γ
+

(
log n

n

)−γ (
n−γ + o

(
n−γ

)))
(2.72)

≈ 1

Γ(2− γ)

((
1−

(
log n

n

)−γ)
(−γ)

−γ
(

log

(
n

log n

))−γ
+ (log n)

−γ
+ o

(
(log n)

−γ
))

(2.73)

≈

(
(−γ)

−γ
+ 1
)

Γ(2− γ)
(log n)

−γ
+ o

(
(log n)

−γ
)
. (2.74)

Thus, our choice of T achieves a competitive ratio of O
(

(log n)
−γ
)

. QED
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Lower Bound

Theorem 2.7. For the I.I.D. Min-Prophet Inequality and any γ ≤ 0, consider the distribution D for which

F (x) = 1− e−x
−1/γ

. For D and large enough n, no single-threshold algorithm is o
(

(log n)
−γ
)
-competitive.

Proof. Recall by (2.66) that for large n

λm(n) ≈
(

1− (1− F (T ))
n−1
) T

(1− γ)µ1:n
+ (1− F (T ))

n−1
(

n−γ

(1− γ)Γ(1− γ)
+ o

(
n−γ

))
(2.75)

≈ 1

Γ(2− γ)

((
1− e−(n−1)T

−1/γ
) TΓ(1− γ)

µ1:n
+ e−(n−1)T

−1/γ (
n−γ + o

(
n−γ

)))
. (2.76)

Next, notice that

µ1:n =

∫ ∞
0

e−nx
−1/γ

dx =
Γ(1− γ)

n−γ
. (2.77)

Thus, ignoring lower order terms, we have that

λm(n) ≈ n−γ

Γ(2− γ)

((
1− e−(n−1)T

−1/γ
)
T + e−(n−1)T

−1/γ
)
. (2.78)

Assume, towards contradiction, that λm(n) = o
(

(log n)
−γ
)

. For this to be the case, it must be that

(
1− e−(n−1)T

−1/γ
)
T = o

((
log n

n

)−γ)
, (2.79)

and also that

e−(n−1)T
−1/γ

= o

((
log n

n

)−γ)
. (2.80)

By (2.80) and the definition of o (·), we have that for every ε > 0, there must exist a n0 ≥ 1 such that for all

n ≥ n0, we have

e−(n−1)T
−1/γ

≤ ε

(
log n

n

)−γ
⇐⇒ T ≥

− log

(
ε
(

logn
n

)−γ)
n− 1


−γ

. (2.81)

However, by (2.79), we have that for every ε′ > 0, there must exist a n1 ≥ 1 such that for all n ≥ n1, we

have (
1− e−(n−1)T

−1/γ
)
T ≤ ε′

(
log n

n

)−γ
. (2.82)

From (2.81), we know that

1− e−(n−1)T
−1/γ

≥ 1− ε

(
log n

n

)−γ
(2.83)

and thus, by (2.82) for ε′ = ε, it must be the case that

(
1− ε

(
log n

n

)−γ)
T ≤ ε

(
log n

n

)−γ
⇐⇒ T ≤

ε
(

logn
n

)−γ
1− ε

(
logn
n

)−γ . (2.84)
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Thus, using (2.81) and (2.84), we have

− log

(
ε
(

logn
n

)−γ)
n− 1


−γ

≤
ε
(

logn
n

)−γ
1− ε

(
logn
n

)−γ . (2.85)

Let ε =
(−γ

2

)−γ
> 0 for γ > 0. Also let Bγ(n) =

(
−γ
2

logn
n

)−γ
. Then, (2.85) becomes

− logBγ(n) ≤ (n− 1)

(
Bγ(n)

1−Bγ(n)

)−1/γ

⇐⇒ (2.86)

−γ log

(
2n

(−γ) log n

)
≤ (n− 1)

(−γ) logn
2n(

1−
(

(−γ) logn
2n

)−γ)−1/γ
. (2.87)

Taking the Taylor series of
(−γ) log n

2n(
1−( (−γ) log n

2n )
−γ

)−1/γ
around infinity, we have that

(−γ) logn
2n(

1−
(

(−γ) logn
2n

)−γ)−1/γ
≈ −γ log n

2n
, (2.88)

and thus (2.87) becomes

−γ log

(
2n

(−γ) log n

)
≤ −γ

2
· n− 1

n
log n ⇐⇒ log

(
2n

(−γ) log n

)
≤ 1

2
· n− 1

n
log n. (2.89)

Since

lim
n→∞

log
(

2n
(−γ) logn

)
log n

= 1, (2.90)

we have that, for large enough n, (2.89) does not hold. Therefore, there exists ε > 0 such that for all n0 ∈ N
and n ≥ n0, (2.79) and (2.80) cannot simultaneously hold, and we arrive at a contradiction. QED

2.4 A UNIFIED APPROACH TO ACR

In this section, we prove our main theorem.

Theorem 2.3

Let F ∈ Dγ . Then,

• for the I.I.D. Max-Prophet Inequality, γ ∈ R and the asymptotic competitive ratio of the optimal

threshold policy as n→∞ is

λM = min

{
(1− γ)

−γ

Γ (1− γ)
, 1

}
.

• for the I.I.D. Min-Prophet Inequality, γ ≤ 0 and the asymptotic competitive ratio of the optimal
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threshold policy as n→∞ is

λm = max

{
(1− γ)

−γ

Γ (1− γ)
, 1

}
.

We split our analysis into the following cases and show that

• For I.I.D. Max-Prophet Inequality,

– λM = 1, for γ ≥ 1,

– λM = (1−γ)−γ

Γ(1−γ) , for γ ∈ (0, 1),

– λM = 1, for γ = 0,

– λM = 1, for γ < 0.

• For I.I.D. Min-Prophet Inequality,

– λm = 1, for γ = 0,

– λm = (1−γ)−γ

Γ(1−γ) , for γ < 0,

For the I.I.D. Max-Prophet Inequality setting, the case of γ ≥ 1 is ease to see as it implies that E[X] = +∞,

and thus accepting the first random variable trivially yields a competitive ratio of 1. Recall that the case

γ > 0 for I.I.D. Min-Prophet Inequality is impossible as it would imply that the left-most endpoint of the

domain is −∞.

Recall that GM (n) and Gm(n) denote the expected value of the optimal threshold policy for the I.I.D.

Max-Prophet Inequality and the I.I.D. Min-Prophet Inequality settings, respectively. Also, let λM (n) and

λm(n) denote the competitive ratios for the I.I.D. Max-Prophet Inequality and the I.I.D. Min-Prophet

Inequality settings, for every n ≥ 1. Moreover, assume that D = [0, x∗), where x∗ ≤ +∞.

We start by getting a recursive form of GM (n) and Gm(n) which will be more useful, in terms of the

distribution’s inverse hazard rate.

Lemma 2.6. For any n > 1, we have

GM (n) = GM (n− 1) +

∫ x∗

GM (n−1)
(1− F (u)) du,

and

Gm(n) =

∫ Gm(n−1)

0

(1− F (u)) du.

Proof. The optimal threshold policy sets a threshold τi when observing Xi equal to GM (n− i) or Gm(n− i)

for the max and min settings, respectively. Therefore, we have

GM (n) = (1− F (GM (n− 1)))E [X|X ≥ GM (n− 1)] + F (GM (n− 1))GM (n− 1) (2.91)

= (1− F (GM (n− 1)))

∫ x∗

GM (n−1) uf(u) du

(1− F (GM (n− 1)))
+ F (GM (n− 1))GM (n− 1) (2.92)

= E[X]−
∫ GM (n−1)

0

uf(u) du + F (GM (n− 1))GM (n− 1) (2.93)

=

∫ x∗

0

(1− F (u)) du−
∫ GM (n−1)

0

u (F (u))
′
du + F (GM (n− 1))GM (n− 1) (2.94)
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=

∫ x∗

0

(1− F (u)) du− [uF (u)]
GM (n−1)
0 +

∫ GM (n−1)

0

F (u) du + F (GM (n− 1))GM (n− 1) (2.95)

= GM (n− 1) +

∫ x∗

GM (n−1)
(1− F (u)) du− F (GM (n− 1))GM (n− 1) + F (GM (n− 1))GM (n− 1)

(2.96)

= GM (n− 1) +

∫ x∗

GM (n−1)
(1− F (u)) du. (2.97)

Similarly, for Gm(n), we obtain

Gm(n) = F (Gm(n− 1))E [X|X ≤ Gm(n− 1)] + (1− F (Gm(n− 1)))Gm(n− 1) (2.98)

= F (Gm(n− 1))

∫ GM (n−1)
0

uf(u) du

F (Gm(n− 1))
+ (1− F (Gm(n− 1)))Gm(n− 1) (2.99)

=

∫ GM (n−1)

0

u (F (u))
′
du + Gm(n− 1)−Gm(n− 1)F (Gm(n− 1)) (2.100)

= [uF (u)]
Gm(n−1)
0 −

∫ GM (n−1)

0

F (u) du + Gm(n− 1)−Gm(n− 1)F (Gm(n− 1)) (2.101)

= Gm(n− 1)F (Gm(n− 1)) +

∫ Gm(n−1)

0

1 du−
∫ GM (n−1)

0

F (u) du−Gm(n− 1)F (Gm(n− 1))

(2.102)

=

∫ Gm(n−1)

0

(1− F (u)) du. (2.103)

QED

Recall that H(x) = − log (1− F (x)) and R(x) = logF (x).

Lemma 2.7. For any n > 1, we have

GM (n) = GM (n− 1)
(

1− e−H(GM (n−1))
)

+

∫ exp(−H(GM (n−1)))

0

H← (− log u) du,

and

Gm(n) = Gm(n− 1)
(

1− eR(Gm(n−1))
)

+

∫ exp(R(Gm(n−1)))

0

R← (log u) du.

Proof. Substituting the definitions of H and R into Lemma 2.6, we have

GM (n) = GM (n− 1) +

∫ x∗

GM (n−1)
e−H(u) du, (2.104)

and

Gm(n) =

∫ Gm(n−1)

0

1− eR(u) du. (2.105)

Let x = e−H(u), t = eR(u), which implies that du = (H← (− log x))
′
dx = (R← (log t))

′
dt. Thus,

GM (n) = GM (n− 1) +

∫ 0

exp(−H(GM (n−1)))
x · (H← (− log x))

′
dx, (2.106)
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and

Gm(n) =

∫ exp(R(Gm(n−1)))

0

(1− t) (R← (log t))
′
dt. (2.107)

Integrating by parts, we obtain

GM (n) = GM (n− 1) + [x ·H← (− log x)]
0
exp(−H(GM (n−1))) −

∫ 0

exp(−H(GM (n−1)))
H← (− log x) dx (2.108)

= GM (n− 1)−GM (n− 1) · e−H(GM (n−1)) +

∫ exp(−H(GM (n−1)))

0

H← (− log x) dx (2.109)

= GM (n− 1)
(

1− e−H(GM (n−1))
)

+

∫ exp(−H(GM (n−1)))

0

H← (− log x) dx, (2.110)

and

Gm(n) = [(1− t)R← (log t)]
exp(R(Gm(n−1)))
0 +

∫ exp(R(Gm(n−1)))

0

R← (log t) dt (2.111)

= Gm(n− 1)
(

1− eR(Gm(n−1))
)

+

∫ exp(R(Gm(n−1)))

0

R← (log t) dt. (2.112)

QED

Now we can combine Lemmas 2.7 and 2.2 to obtain a simplified approximation to GM (n) and Gm(n) for

large n.

Lemma 2.8. For every F ∈ Dγ , where γ < 1 for the I.I.D. Max-Prophet Inequality, and large enough n, we

have

GM (n) ≈ GM (n− 1)

(
1− e−H(GM (n−1))

(
1− 1

1− γ

))
, (2.113)

and

Gm(n) ≈ Gm(n− 1)

(
1− eR(Gm(n−1))

(
1− 1

1− γ

))
. (2.114)

We are finally ready to prove our main theorem, for each case of γ.

Theorem 2.8. Let F ∈ Dγ . Then,

• for the I.I.D. Max-Prophet Inequality, if γ ∈ (0, 1), the asymptotic competitive ratio of the optimal

threshold policy as n→∞ is

λM =
(1− γ)

−γ

Γ (1− γ)
.

• for the I.I.D. Min-Prophet Inequality, if γ < 0, the asymptotic competitive ratio of the optimal threshold

policy as n→∞ is

λM =
(1− γ)

−γ

Γ (1− γ)
.

Proof. Recall that λM (n) and λm(n) denote the competitive ratio of the I.I.D. Max-Prophet Inequality and

I.I.D. Min-Prophet Inequality settings respectively.

For large enough n, we have

λM (n) =
GM (n)

µn:n
≈ GM (n− 1)

µn:n

(
1− e−H(GM (n−1))

(
1− 1

1− γ

))
(2.115)
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= λM (n− 1)
µn−1:n−1

µn:n

(
1− e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

))
, (2.116)

and

λm(n) =
Gm(n)

µ1:n
≈ Gm(n− 1)

µ1:n

(
1− eR(Gm(n−1))

(
1− 1

1− γ

))
(2.117)

= λm(n− 1)
µ1:n−1

µ1:n

(
1− eR(λm(n−1)µ1:n−1)

(
1− 1

1− γ

))
, (2.118)

by Lemma 2.8. Using Lemma 2.5, we obtain

λM (n) = λM (n− 1)

(
1− γ

n
+ o

(
1

n

))(
1− e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

))
, (2.119)

and

λm(n) = λm(n− 1)

(
1− γ

n
+ o

(
1

n

))(
1− eR(λm(n−1)µ1:n−1)

(
1− 1

1− γ

))
. (2.120)

Next, by [8] and Theorem 2.2, we have that

λM (n) = O (1) and λM (n) = O
(

(log n)
−γ
)
, (2.121)

and thus

λM (n)− λM (n− 1) ≈ 0 and λm(n)− λm(n− 1) ≈ 0. (2.122)

To see why the asymptotic equality for λm is true, notice that there exists a constant c > 0 such that

(log(n + 1))
−γ − (log(n))

−γ ≤ (log(n + 1))
⌈−γ⌉ − (log(n))

⌈−γ⌉
(2.123)

≤ (log(n + 1)− log(n))

⌈−γ⌉∑
j=1

(log(n + 1))
⌈−γ⌉−j

(log(n))
j−1

(2.124)

≤ log

(
n + 1

n

)
· c ⌈−γ⌉ (log n)

⌈−γ⌉
(2.125)

≤ log

(
1 +

1

n

)
· c ⌈−γ⌉ (log n)

⌈−γ⌉
(2.126)

≤
(

1

n
+ o

(
1

n

))
· c ⌈−γ⌉ (log n)

⌈−γ⌉
(2.127)

≈ 0, (2.128)

where the first inequality follows from the monotonicity of log(·) and the last inequality follows from the

series expansion of log(1 + z) around z = 0. Therefore, by (2.119), (2.120), (2.121) and (2.122), we have

λM (n− 1)

(
1−

(
1− γ

n
+ o

(
1

n

))(
1− e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

)))
≈ 0, (2.129)

and

λm(n− 1)

(
1−

(
1− γ

n
+ o

(
1

n

))(
1− eR(λm(n−1)µ1:n−1)

(
1− 1

1− γ

)))
≈ 0. (2.130)
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Since λM , λm ̸= 0, (
1− γ

n
+ o

(
1

n

))(
1− e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

))
≈ 1, (2.131)

and (
1− γ

n
+ o

(
1

n

))(
1− eR(λm(n−1)µ1:n−1)

(
1− 1

1− γ

))
≈ 1, (2.132)

and by rearranging terms and ignoring lower-order terms, we get

e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

)
≈ −γ

n
, (2.133)

and

eR(λm(n−1)µ1:n−1)

(
1− 1

1− γ

)
≈ −γ

n
. (2.134)

Therefore,

e−H(λM (n−1)µn−1:n−1) ≈ 1− γ

n
⇐⇒ H(λM (n− 1)µn−1:n−1) ≈ − log

(
1− γ

n

)
, (2.135)

and

eR(λm(n−1)µ1:n−1) ≈ 1− γ

n
⇐⇒ R(λm(n− 1)µ1:n−1) ≈ log

(
1− γ

n

)
. (2.136)

Taking the inverses of H and R, we obtain

λM (n− 1) ≈ H←(− log( 1−γ
n ))

µn−1:n−1
, (2.137)

and

λm(n− 1) ≈ R←(log( 1−γ
n ))

µ1:n−1
. (2.138)

Since H← (− log x) = F←(1− x) and R← (log x) = F←(x), we obtain

λM (n− 1) ≈
F←

(
1− 1−γ

n

)
µn−1:n−1

, (2.139)

and

λm(n− 1) ≈
F←

(
1−γ
n

)
µ1:n−1

. (2.140)

By Lemma 2.3, we get

λM (n− 1) ≈
F←

(
1− 1−γ

n

)
Γ(1− γ)

(
1 + 1

n−1

)−γ
F←

(
1− 1

n

) , (2.141)

and

λm(n− 1) ≈
F←

(
1−γ
n

)
Γ(1− γ)

(
1 + 1

n−1

)−γ
F←

(
1
n

) . (2.142)
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Finally, using Lemma 2.4, we get

λM (n− 1) ≈ (1− γ)
−γ

Γ(1− γ)
(

1 + 1
n−1

)−γ · F←
(
1− 1

n

)
F←

(
1− 1

n

) =
(1− γ)

−γ

Γ(1− γ)
(

1 + 1
n−1

)−γ , (2.143)

and

λm(n− 1) ≈ (1− γ)
−γ

Γ(1− γ)
(

1 + 1
n−1

)−γ · F←
(
1
n

)
F←

(
1
n

) =
(1− γ)

−γ

Γ(1− γ)
(

1 + 1
n−1

)−γ . (2.144)

Since λM (n− 1)→ λM and λm(n− 1)→ λm as n goes to infinity, we have

λM =
(1− γ)

−γ

Γ(1− γ)
, for γ ∈ (0, 1) and λm =

(1− γ)
−γ

Γ(1− γ)
, for γ < 0. (2.145)

QED

Theorem 2.9. Let F ∈ D0. Then, for both the I.I.D. Max-Prophet Inequality and the I.I.D. Min-Prophet

Inequality, the asymptotic competitive ratio of the optimal threshold policy as n→∞ is 1.

Proof. In this case, we will also need the following variant of Karamata’s theorem.

Lemma 2.9. For F ∈ D0 and large enough n, we have∫ exp(−H(GM (n−1)))

0

H← (− log u) du ≈ F←
(

1− 1

n

)
e−H(GM (n−1)),

and ∫ exp(R(Gm(n−1)))

0

R← (log u) du ≈ F←
(

1

n

)
eR(Gm(n−1)),

Proof. The proof follows directly from [31] (Corollary 1.2.15), for t = exp {1 + H (GM (n− 1))} and t =

exp {1−R (Gm(n− 1))}. QED

By Lemmas 2.9 and 2.2, we have that, for large n

GM (n− 1) ≈ F←
(

1− 1

n

)
and Gm(n− 1) ≈ F←

(
1

n

)
(2.146)

Therefore, by Lemmas 2.8 and 2.3, we have

λM (n) =
GM (n)

µn:n
≈

F←
(
1− 1

n

)
F←

(
1− e−γ∗

n

) , (2.147)

and

λm(n) =
Gm(n)

µ1:n
≈

F←
(
1
n

)
F←

(
e−γ∗

n

) , (2.148)

both of which go to 1 as n goes to infinity, by Lemma 2.1. QED

Theorem 2.10. Let F ∈ Dγ, for γ < 0. Then, for the I.I.D. Max-Prophet Inequality, the asymptotic

competitive ratio of the optimal threshold policy as n→∞ is 1.
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Proof. In this case, we necessarily have x∗ < +∞. The analysis follows in a similar manner to the γ ∈ (0, 1)

case, but for the value x∗ −GM (n) instead of GM (n).

Notice that, by Lemma 2.6, we have

GM (n) = GM (n− 1) +

∫ x∗

GM (n−1)
(1− F (u) du) (2.149)

= GM (n− 1) + x∗ −GM (n− 1)−
∫ x∗

GM (n−1)
(F (u) du) ⇐⇒ (2.150)

x∗ −GM (n) =

∫ x∗

GM (n−1)
F (u) du. (2.151)

Next, we analyze the integral on the right-hand side.

Lemma 2.10. For γ < 0 and large n, we have∫ x∗

GM (n−1)
F (u) du ≈

(
1− e−H(GM (n−1))

(
1− 1

1− γ

))
(x∗ −GM (n− 1)) .

Proof. We have ∫ x∗

GM (n−1)
F (u) du =

∫ x∗

GM (n−1)
1− e−H(u) du. (2.152)

Let y = e−H(x), which implies that du = (H← (− log y))
′
dy. Then,

∫ x∗

GM (n−1)
1− e−H(u) du =

∫ 0

e−H(GM (n−1))

(1− y) (H← (− log y))
′
dy (2.153)

= [(1− y)H← (− log y)]
0
e−H(GM (n−1)) +

∫ 0

e−H(GM (n−1))

H← (− log y) dy (2.154)

= x∗ −GM (n− 1)
(

1− e−H(GM (n−1))
)
−
∫ e−H(GM (n−1))

0

H← (− log y) dy (2.155)

= x∗ −GM (n− 1)
(

1− e−H(GM (n−1))
)

+

∫ e−H(GM (n−1)

0

x∗ − x∗ dy− (2.156)

−
∫ e−H(GM (n−1))

0

H← (− log y) dy (2.157)

=
(

1− e−H(GM (n−1))
)

(x∗ −GM (n− 1)) +

∫ e−H(GM (n−1))

0

(x∗ −H← (− log y)) dy. (2.158)

Next, let z = 1/y, which implies dy = −z−2 dz, and thus

∫ x∗

GM (n−1)
1− e−H(u) du =

(
1− e−H(GM (n−1))

)
(x∗ −GM (n− 1))− (2.159)

−
∫ ∞
eH(GM (n−1))

z−2 (x∗ −H← (log z)) dz. (2.160)

Finally, notice that, for γ < 0, g(z) = x∗−H← (log z) ∈ RVγ by [31] (Corollary 1.2.10) and also that 1+γ < 1
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which, by the general form of Karamata’s theorem ([122], Theorem 1.5.11) for σ = −2, implies that

∫ ∞
eH(GM (n−1))

z−2 (x∗ −H← (log z)) dz ≈
e−H(GM (n−1) (x∗ −H←

(
log eH(GM (n−1))))

1− γ
(2.161)

=
e−H(GM (n−1)

1− γ
(x∗ −GM (n− 1)) . (2.162)

Therefore, ∫ x∗

GM (n−1)
F (u) du =

(
1− e−H(GM (n−1)

(
1− 1

1− γ

))
(x∗ −GM (n− 1)) . (2.163)

QED

Now, let λ′M (n) = x∗−GM (n)
x∗−µn:n

. We have

λ′M (n) =
x∗ −GM (n)

x∗ − µn:n
(2.164)

≈ x∗ −GM (n− 1)

x∗ − µn−1:n−1

x∗ − µn−1:n−1

x∗ − µn:n

(
1− e−H(GM (n−1))

(
1− 1

1− γ

))
(2.165)

≈ λ′M (n− 1)

(
1− γ

n
+ o

(
1

n

))(
1− e−H(GM (n−1))

(
1− 1

1− γ

))
(2.166)

≈ λ′M (n− 1)

(
1− γ

n
+ o

(
1

n

))(
1− e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

))
, (2.167)

where the second equality follows from Lemma 2.10 and the third equality from Lemma 2.5. Next, notice

that, by [5], GM (n) ≥ 0.745µn:n, and thus

λ′M (n)− λ′M (n− 1) ≤ x∗ − 0.745µn:n

x∗ − µn:n
− 1 =

0.255µn:n

x∗ − µn:n
≤ 0.255x∗

x∗ − µ1:1

n∏
j=2

(
1− γ

j

)
≈ 0, (2.168)

where the second inequality follows from Lemma 2.5 and the fact that µn:n ≤ x∗, and the asymptotic equality

at the end follows from the fact that limn→∞
∏n

j=2

(
1− γ

j

)
= 0, for any γ ∈ (0, 1). Thus,

λ′M (n− 1)

(
1−

(
1− γ

n
+ o

(
1

n

))(
1− e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

)))
≈ 0, (2.169)

and thus

e−H(λM (n−1)µn−1:n−1)

(
1− 1

1− γ

)
≈ −γ

n
, (2.170)

Therefore,

e−H(λM (n−1)µn−1:n−1) ≈ 1− γ

n
⇐⇒ H(λM (n− 1)µn−1:n−1) ≈ − log

(
1− γ

n

)
. (2.171)

Taking the inverse of H, we obtain

λM (n− 1)µn−1:n−1 ≈ H←(− log( 1−γ
n )). (2.172)
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Since H← (− log x) = F←(1− x), we obtain

GM (n− 1) ≈ F←
(

1− 1− γ

n

)
. (2.173)

Therefore, by Lemma 2.3, we get

x∗ −GM (n)

x∗ − µn:n
≈

x∗ − F←
(

1− 1−γ
n+1

)
x∗ − F←

(
1− 1

n

) . (2.174)

Finally, using Lemma 2.4, we get

λ′M (n) ≈ (1− γ)
−γ

Γ(1− γ)
(
1 + 1

n

)−γ · x∗ − F←
(
1− 1

n

)
x∗ − F←

(
1− 1

n

) =
(1− γ)

−γ

Γ(1− γ)
(

1 + 1
n−1

)−γ . (2.175)

Since λ′M (n)→ λ′M as n goes to infinity, we have

λ′M =
(1− γ)

−γ

Γ(1− γ)
. (2.176)

However, this implies that
x∗

µn:n
− GM (n)

µn:n
≈ (1− γ)

−γ

Γ(1− γ)

(
x∗

µn:n
− 1

)
. (2.177)

Notice that for large n, the right-hand side goes to 0, and thus it must be that

lim
n→∞

GM (n)

µn:n
= 1. (2.178)

Therefore, for γ < 0, we have λM = 1. QED

The proof of Theorem 2.3 now follows from Theorems 2.8, 2.9 and 2.10.

2.4.1 MHR Distributions

In this section, we show that for the special case of MHR distributions, γ ≤ 0 for maxima and γ ≥ −1 for

minima. Combining this with Theorem 2.3, for the I.I.D. Max-Prophet Inequality with an MHR distribution,

we recover that the asymptotic competitive ratio is 1, a result of [96] and for the I.I.D. Min-Prophet Inequality,

since Λ(−1) = 2, we obtain the following uniform bound on the competitive ratio.

Lemma 2.11. For every MHR distribution with CDF F ,

• if F ∈ Dγ for maxima, then γ ≤ 0,

• if F ∈ Dγ for minima, then γ ≥ −1.

Proof. First, let F ∈ Dγ for maxima. Then, we have that h(x) is monotonically non-decreasing, which

implies that H(x) = Ω (x). Therefore, H←(x) = O (x) and in particular, UM (1/x) = H←(log x) = O (log x).

Assume towards contradiction that γ > 0. Then, by Lemma 2.1, it must be that

lim
t→∞

UM (1/tx)

UM (1/t)
= xγ , (2.179)
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for all x > 0. However, we have that

lim
t→∞

UM (1/tx)

UM (1/t)
≤ lim

t→∞

log xt

log t
= 1, (2.180)

and thus (2.179) does not hold and we arrive at a contradiction.

Next, let F ∈ Dγ for minima. Then, we have that H(x) = Ω (x). Notice, however, that e−H(x) + eR(x) =

1− F (x) + F (x) = 1, which implies that

R(x) = log
(

1− e−H(x)
)
, (2.181)

and thus R(x) = log
(
1− e−Ω(x)

)
for every MHR distribution. Therefore, we have

R← (x) = O (− log 1− ex) =⇒ Um(x) = R← (log x) = O (− log 1− x) . (2.182)

Assume towards contradiction that γ < −1 =⇒ −γ > 1. Then, by Lemma 2.1, it must be that

lim
t→0+

Um(tx)

Um(t)
= x−γ , (2.183)

for all x > 0. However, we have that

lim
t→0+

Um(tx)

Um(t)
≤ lim

t→0+

− log 1− xt

− log 1− t
= x, (2.184)

and thus (2.183) does not hold and we arrive at a contradiction. QED

Thus, as explained above, we immediately obtain the following theorem.

Theorem 2.4

In the I.I.D. Max-Prophet Inequality, the optimal threshold strategy is 1-competitive for every MHR distribution

in the domain of attraction of Dγ for some γ.

In the I.I.D. Min-Prophet Inequality, the optimal threshold strategy is 2-competitive for every MHR

distribution in the domain of attraction of Dγ for some γ. Furthermore, the factor of 2 is tight, since there is

no (2− ε)-competitive algorithm for any ε > 0 for the exponential distribution, which is MHR.

Proof. The first statement of the theorem follows directly from Theorem 2.3 and Lemma 2.11. For the

I.I.D. Min-Prophet Inequality, let Λ(γ) = (1−γ)−γ

Γ(1−γ) . Since Λ(−1) = 2 and Λ(γ) ≤ Λ(−1) for all γ ≥ −1, by

Theorem 2.3 and Lemma 2.11 we have that the optimal threshold strategy is 2-competitive for every MHR

distribution in the domain of attraction of Dγ for some γ.

Finally, let Dexp be the exponential distribution, and notice that Fexp ∈ D−1 for minima. Therefore, by

Theorem 2.3, we have that the asymptotic competitive ratio of the optimal threshold strategy is Λ(−1) = 2,

and thus there is no (2− ε)-competitive algorithm for any ε > 0 for the exponential distribution. QED

2.5 COMPETITION COMPLEXITY

In this section, we show Theorem 2.5.
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Theorem 2.5

For every F ∈ Dγ and γ ≤ 1, we have that

ACCM,D = ACCm,D = (1− γ) (Γ(1− γ))
1/γ

.

Proof. First, let γ > 0. We have

GM (c n) ≈ F←
(

1− 1− γ

c n + 1

)
≈ F←

(
1− 1− γ

c n

)
≈
(

1− γ

c

)−γ
F←

(
1− 1

n

)
, (2.185)

where the first asymptotic equality follows from (2.139), and the second one follows from Lemma 2.4. We

also know, from Lemma 2.3 that

µn:n ≈ Γ(1− γ)F←
(

1− 1

n

)
. (2.186)

Notice that (
1− γ

c

)−γ
≥ Γ(1− γ) ⇐⇒ c ≥ (1− γ) (Γ(1− γ))

1/γ
, (2.187)

and thus,

ACCM,D = inf

{
c

∣∣∣∣∣
(

1− γ

c

)−γ
≥ Γ(1− γ)

}
= (1− γ) (Γ(1− γ))

1/γ
. (2.188)

Next, let γ = 0. We have that

GM (c n) ≈ F←
(

1− 1

c n + 1

)
≈ F←

(
1− 1

c n

)
, (2.189)

and

Gm(c n) ≈ F←
(

1

c n + 1

)
≈ F←

(
1

c n

)
, (2.190)

where the first asymptotic equality follows from (2.146). We also know, from Lemma 2.3 that

µn:n ≈ F←
(

1− e−γ
∗

n

)
, (2.191)

and

µ1:n ≈ F←
(
e−γ

∗

n

)
, (2.192)

where γ∗ ≈ 0.577 is the Euler-Mascheroni constant. Notice that since F is a monotonically increasing function,

we have

F←
(

1− 1

c n

)
≥ F←

(
1− e−γ

∗

n

)
⇐⇒ 1− 1

c n
≥ 1− e−γ

∗

n
⇐⇒ c ≥ eγ

∗
, (2.193)

and

F←
(

1

c n

)
≤ F←

(
e−γ

∗

n

)
⇐⇒ 1

c n
≤ e−γ

∗

n
⇐⇒ c ≥ eγ

∗
. (2.194)

Thus,

ACCM,D = ACCm,D = eγ
∗
. (2.195)

Also notice that limγ→0 (1− γ) (Γ(1− γ))
1/γ

= eγ
∗
.
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Finally, let γ < 0 and recall that, in this case, x∗ < +∞ for maxima (but not necessarily for minima).

Again, we have

GM (c n) ≈ F←
(

1− 1− γ

c n + 1

)
≈ F←

(
1− 1− γ

c n

)
, (2.196)

and

Gm(c n) ≈ F←
(

1− γ

c n + 1

)
≈ F←

(
1− γ

c n

)
≈
(

1− γ

c

)−γ
F←

(
1

n

)
, (2.197)

by (2.140) and (2.173). From Lemma 2.3, we know that

µn:n ≈ x∗ − Γ(1− γ)

(
x∗ − F←

(
1− 1

n

))
, (2.198)

and

µ1:n ≈ Γ(1− γ)F←
(

1− 1

n

)
. (2.199)

We have that

GM (c n) ≥ µn:n ⇐⇒ (2.200)

x∗ −GM (c n) ≤ x∗ − µn:n ⇐⇒ (2.201)(
1− γ

c

)−γ (
x∗ − F←

(
1− 1

n

))
≤ Γ(1− γ)

(
x∗ − F←

(
1− 1

n

))
, (2.202)

where the third equivalence follows from Lemma 2.4. Also notice that(
1− γ

c

)−γ
≤ Γ(1− γ) ⇐⇒ c ≥ (1− γ) (Γ(1− γ))

1/γ
, (2.203)

and thus,

ACCM,D = ACCm,D = inf

{
c

∣∣∣∣∣
(

1− γ

c

)−γ
≥ Γ(1− γ)

}
= (1− γ) (Γ(1− γ))

1/γ
. (2.204)

QED
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Chapter 3: ORACLE-AUGMENTED PROPHET INEQUALITIES

3.1 OVERVIEW

In Chapter 2, we presented distribution-optimal prophet inequalities for the maximization and minimization

settings with I.I.D. random variables. The goal of this chapter is to achieve better guarantees by augmenting

the algorithm’s capabilities. To this end, we allow the algorithm to query an oracle that has knowledge of all

realizations, even the ones in the future, and study the classical single-item maximization prophet inequality

setting under identical and non-identical distributions.

Motivation. Our oracle model is motivated by the idea of enhancing algorithms via the use of machine-

learned predictions, in order to go beyond worst-case analysis [34]–[38]. This idea of using learning to

improve the performance of algorithms has received significant attention recently, for example in designing

auctions to maximize revenue [124], [125] or in matching problems [126], [127]. For more information on

this line of work see the survey of Mitzenmacher and Vassilvitskii [128]. In real-world applications such as

posted-pricing mechanisms for auctions, machine-learning models can capture behavioral patterns of buyers

and accurately predict their future actions. This allows them to provide highly accurate predictions on future

realizations in repeated prophet inequality settings, which makes studying prediction-enhanced models of

prophet inequalities significantly important.

Prior work. The majority of past literature has focused on maximizing the competitive ratio which is also

called the Ratio of Expectations (RoE). A slightly different objective, introduced by Gilbert and Mosteller

[40] for I.I.D. random variables, is that of maximizing the Probability of selecting the Maximum realization

(PbM) realization. For this setting, Gilbert and Mosteller [40] gave an algorithm that achieves a probability

of ≈ 0.58, which is the best possible. Later, Esfandiari, Hajiaghayi, Lucier and Mitzenmacher [12] studied the

same objective for non-I.I.D. random variables, obtaining a tight probability equal to 1/e when the random

variables arrive in adversarial order and 0.517 when the random variables arrive in random order. The latter

case was recently improved to the tight ≈ 0.58 by Nuti [41], showing that the I.I.D. setting is not easier than

the non-I.I.D. setting with random order.

A model that is quite related to ours is the top 1-of-m model, formally introduced by Assaf and Samuel-

Cahn [42] for I.I.D. random variables, although it had been studied initially by Gilbert and Mosteller [40]. In

this setting, the algorithm is allowed to select m ≥ 1 values, but the value it gets judged by is the maximum

selected value. Gilbert and Mosteller [40] gave numerical approximations of the PbM objective for 2 ≤ m ≤ 10,

using a simple single threshold algorithm. Later, Assaf and Samuel-Cahn [42] studied the RoE objective for

non-identical distributions and gave a very elegant and simple (1− 1/m+1)-competitive algorithm. The same

authors, along with Larry Goldstein, later improved this [129] bounding the competitive ratio of the optimal

algorithm by a recursive differential equation. They gave constants for 2 ≤ m ≤ 5 numerically, but studying

the asymptotic nature of the constants for large m turned out to be difficult. Ezra, Feldman, and Nehama

[43] later revisited the problem and gave a new algorithm for large k that is 1−O
(
e−m/6

)
-competitive for

the same problem. This improves the error term from [129] from linear in m to exponential in m.

Model. Our model generalizes the prophet inequality setting, allowing the algorithm some information

about the future that is otherwise privy only to the prophet. Specifically, at any point in the process, upon
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seeing a reward Xi, the algorithm is allowed to query an oracle O. The oracle O responds with a single bit

answer: YES if the current realization is the largest of the remaining realizations, i.e Xi ≥ maxn
j=i+1 Xj and

NO otherwise. In other words, the oracle O informs the algorithm on whether the latter should select Xi,

or reject it because there is a higher reward coming in the future. Clearly, with no queries available, one

recovers the classical prophet inequality setting, whereas with n− 1 queries, the strategy of using a query

on every Xi, for i = 1, . . . , n− 1, leads to the algorithm selecting the highest realization always. Thus, this

model interpolates nicely between the two extremes of full information and no information about the future.

We use Z to denote max {X1, . . . , Xn}. To help distinguish between the different settings, we denote each

model as M(x, y, z), where

• x is either Prophm or Om with m ∈ N,

• y is either I.I.D. or Non-I.I.D. and

• z is either PbM or RoE.

M(Prophm,y, z) This denotes the top 1-of-m setting, as described above. X1, . . . , Xn may be identically

distributed (y = I.I.D.) or not (y = Non-I.I.D.), and m denotes the total number of realizations that can be

selected. At the end of the process, we have selected a set of realized values S = {Xi1 , Xi2 , . . . , Xik}, where

k ≤ m. Let V denote the highest realized value in S. The objective depends on z; if z = PbM , then the

payoff is 1 if and only if V = Z, otherwise it is 0. On the other hand, if z = RoE, we compare against the

expected value of the prophet, i.e. E [Z], and our objective is to maximize the competitive ratio, E[V ]

E[Z] .

M(Om,y, z) This denotes our oracle setting. As in the previous model, X1, . . . , Xn may be identically

distributed (y = I.I.D.) or not (y = Non-I.I.D.). However, there are two key differences between this setting

and the previous one. On one hand, we are only allowed to select a single realization. On the other hand, we

are allowed to up to m queries to a truthful oracle O, as described above. Let V denote the value that we

selected (or 0 if we reached the end of the process without selecting a value). Again, the objective depends

on z in exactly the same way as in the M(Prophm, y, z) model.

3.1.1 Our Contributions

In this chapter, we study the oracle model for identical and non-identical distributions with the PbM and

RoE objectives and make the following contributions:

• We establish an equivalence between the oracle model and the top-1-of-m model for the PbM objective.

• We show that this equivalence fails to hold for the RoE objective, but guarantees for the competitive

ratio in the oracle model translate to guarantees in the top-1-of-m model.

• We give a single-threshold algorithm forM(Om, I.I.D., P bM) that achieves a 1−O
(
m−m/5

)
probability

of selecting the maximum, as well as providing an upper bound that is asymptotically (almost) tight. To

the best of our knowledge, this is the first result for the PbM objective and general m in the top-1-of-m

model. Our algorithm achieves a probability of ≈ 0.797 even with m = 1 calls to the oracle, a significant

improvement on the ≈ 0.58 achieved without oracle calls [40].
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• We give a single-threshold algorithm for M(Om, Non− I.I.D.,RoE) that improves upon the current

best-known of [43] even for the weaker oracle model, as well as providing an upper bound that is

asymptotically (almost) tight. We conjecture that our upper bound construction is the worst-case

instance, as it generalizes standard counterexamples in prophet inequalities.

The main motivation behind our oracle model comes from our first two results which relate it to the

top-1-of-m model.

Theorem 3.1. TheM(Om, y, P bM) model is equivalent to theM(Prophm+1, y, P bM) model, where y =

I.I.D. or Non-I.I.D. In other words, for every prophet inequality instance, the probability achieved by the

best-possible algorithm in the M(Om, y, P bM) model is the same as the one achieved by the best-possible

algorithm in theM(Prophm+1, y, P bM) model.

Theorem 3.1 is perhaps not that surprising due to the apparent similarity of the two models. However,

thinking about the top-1-of-m setting from the viewpoint of oracle calls allows for a different perspective

that we exploit in our analysis. Perhaps more surprisingly, our oracle model and the top-1-of-m model stop

being equivalent when one considers the RoE objective; as we show in our second result, the oracle model is

strictly weaker.

Theorem 3.2. There exists a prophet inequality instance and an algorithm A forM(Proph2, y, P bM) on

that instance for which no algorithm forM(O1, Non− I.I.D.,RoE) can achieve the same competitive ratio

as that of A.
However, for every instance ofM(Om, y, RoE) where y = I.I.D. or Non-I.I.D., there exists an algorithm

A for the same instance ofM(Prophm+1, y, RoE) that achieves a competitive ratio that is at least as good

as that of the optimal algorithm forM(Om, y, RoE).

After establishing the relationship between our oracle model and the top-1-of-m model, we turn our

attention to upper and lower bounds for the oracle model. First, for the I.I.D. setting with m oracles calls

and the PbM objective, we present a simple, single-threshold algorithm that selects the maximum realization

with probability that approaches 1 in a super-exponential fashion. As a warm-up, we first present the analysis

for m = 1 before generalizing it to all m.

Theorem 3.3. For every instance ofM(Om, I.I.D., P bM) and sufficiently large n, there exists an algorithm

that selects the maximum realization with probability at least 1−O
(
m−m/5

)
.

We also present an upper bound on the probability of success that is asymptotically tight, up to small

multiplicative constants in the exponent. Because of Theorem 3.1, both upper and lower bounds on the

probability of success carry over in the top 1-of-m setting as well.

Theorem 3.4. There exists an instance of M(Om, I.I.D., P bM) for which no algorithm can select the

maximum realization with probability greater than 1−O (m−m).

Next, we turn our attention to the Non-I.I.D. setting and the RoE objective. We first present an extremely

simple single-threshold algorithm achieving a competitive ratio that approaches 1 exponentially in m. Even

though our algorithm is for the oracle model, for which weaker guarantees are expected due to Theorem 3.2,

it improves upon the best-known guarantee for the top-1-of-m setting, due to [43].

Theorem 3.5. For every instance ofM(Om, Non− I.I.D.,RoE) and sufficiently large n, there exists an

algorithm that achieves a competitive ratio of 1−O
(
e−m/5.178

)
.
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Despite the slight improvement in the exponent that our algorithm guarantees, our main result in the

Non-I.I.D. setting is the construction of an instance that yields an almost matching upper bound on the

competitive ratio. Specifically, we show that no algorithm can obtain a 1− 1
2m+1 competitive ratio for the

Non-I.I.D. setting with m oracle calls. The same bound carries over for the PbM objective as well. Our

instance generalizes standard counterexamples of prophet inequalities and for this reason we believe it to be

the worst-case instance for the oracle model.

Theorem 3.6. There exists an instance of theM(Om, Non− I.I.D., z) setting, where z = RoE or PbM, in

which no algorithm can achieve a
(
1− 1

2m+1 + δ
)
-competitive ratio or select the maximum realization with

probability
(
1− 1

2m+1 + δ
)
, for any δ > 0.

3.1.2 Related Work

We have already mentioned the related work on algorithms with predictions, as well as the works of

Gilbert and Mosteller [40], Esfandiari, Hajiaghayi, Lucier and Mitzenmacher [12] and Nuti [41] for the PbM

objective. Related work includes the study of order-aware algorithms by Ezra, Feldman, Gravin and Tang

[130], algorithms with fairness guarantees by Correa, Cristi, Dütting and Norouzi-Fard [131] and algorithms

with a-priori information of some of the values by Correa, Cristi, Epstein and Soto [132]. In addition to these,

Esfandiari, Hajiaghayi, Lucier and Mitzenmacher [12] study a related but distinct variant to ours. They

relax the objective to allow the return of one out of the top k values, and show exponential upper and lower

bounds. Their model is orthogonal to ours, and thus incomparable.

For more information on other related work, see §1.4.

Organization Section 3.2 contains some definitions and useful lemmas that we use in our analysis. In

Section 3.3 we relate our model to top-1-of-m-selection model of Assaf and Samuel-Cahn [42]. Section 3.4

contains our (almost) asymptotically tight algorithms for the I.I.D. setting. In Section 3.5 we present our

(almost) asymptotically tight algorithm for the non-I.I.D. setting.

3.2 PRELIMINARIES

We briefly present two lemmas that will be useful in the analysis of our algorithms; the standard Chernoff

bound for binary random variables and Le Cam’s theorem.

Lemma 3.1 ([133]). Let Y1, . . . , Yn be independent indicator random variables with pi = PrYi = 1 and

Y =
∑

i Yi. Let µ = E[Y ] =
∑

i pi. Then,

1. For δ ≥ 0,

Pr [Y ≥ (1 + δ)µ] ≤
(

eδ

(1 + δ)(1+δ)

)µ

.

2. For δ ≥ 0,

Pr [Y ≤ (1− δ)µ] ≤
(

e−δ

(1− δ)(1−δ)

)µ

.

3. For δ ∈ (0, 1],

Pr [Y ≥ (1 + δ)µ] ≤ e−µ
δ2/3.
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4. For δ ∈ (0, 1]

Pr [Y ≤ (1− δ)µ] ≤ e−µ
δ2/2.

5. For δ > e2,

Pr [Y ≥ (1 + δ)µ] < e−
µδ log δ

2 .

Le Cam’s theorem is useful in bounding the approximation error of a binomial distribution by a Poisson

distribution. We will use a slightly tighter version [134].

Lemma 3.2 ([134], [135]). For every n ∈ N, p ∈ (0, 1), we have

∞∑
i=0

∣∣∣∣(ni
)
pi(1− p)n−i − e−np

(np)i

i!

∣∣∣∣ ≤ 2np2

max {1, np}
.

3.3 REDUCTIONS

To motivate our oracle model, we start by establishing an equivalence between M(Om, y, P bM) and

M(Prophetm+1, y, P bM), for both the y = I.I.D. and y = Non-I.I.D. case (Theorem 3.1). We also show that,

perhaps surprisingly, this equivalence does not hold for the RoE objective, but guarantees forM(Om, y, RoE)

translate to guarantees for M(Prophetm+1, y, RoE) (Theorem 3.2). Later, we will use this result to improve

the best-known guarantees on M(Prophetm+1, y, RoE).

3.3.1 The PbM objective

Theorem 3.1

The M(Om, y, P bM) model is equivalent to the M(Prophm+1, y, P bM) model, where y = I.I.D. or Non-

I.I.D. In other words, for every prophet inequality instance, the probability achieved by the best-possible

algorithm in theM(Om, y, P bM) model is the same as the one achieved by the best-possible algorithm in the

M(Prophm+1, y, P bM) model.

Theorem 3.1 follows from Lemmas 3.3 and 3.4.

Lemma 3.3. Fix an instance ofM(Prophm+1, y, P bM) where y = I.I.D. or Non-I.I.D., and let α denote

the probability of selecting the maximum that an algorithm A forM(Om, y, P bM) achieves on this instance.

Then, there exists an algorithm B for M(Prophm+1, y, P bM) on this instance, with black-box access to A
such that the probability that B selects the maximum realization is at least α.

Proof. Again, the idea is that B can simulate A’s behaviour by selecting each realization that A decides to

query. Initially, B starts with an empty set S of selected values. Whenever B is presented with a realization

Xi, it feeds it to A. If A decides to select Xi or expend a query for Xi, regardless of the outcome of the

query, B always selects Xi into S, otherwise B decides not to select Xi. By induction, S contains exactly all

the realizations that were queried by A as well as at most one more realization that might have been selected

by A if it run out of queries. Therefore, |S| ≤ m + 1.

Now, notice that A succeeds if and only if it selects the maximum, and it only selects a realization Xi if

(i) it chose to expend a query on Xi, or (ii) when it observed Xi it run out of queries. In both cases, by the

description of B, we know that Xi ∈ S, and thus the probability that B succeeds is at least α. QED
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Next, we show that M(Om, y, P bM) can be reduced to M(Prophm+1, y, P bM).

Lemma 3.4. Fix an instance of M(Om, y, P bM) where y = I.I.D. or Non-I.I.D., and let α denote the

probability of selecting the maximum that an algorithm B forM(Prophm+1, y, P bM) achieves on this instance.

Then, there exists an algorithm A forM(Om, y, P bM) on this instance, with black-box access to B such that

the probability that A selects the maximum realization is at least α.

Proof. The idea is that A can simulate B’s behaviour using the oracle queries instead of storing the values

like B does. Initially, B starts with an empty set S of selected values. Whenever A is presented with a

realization Xi, it feeds it to B. If B selects Xi into S, A chooses to expend a query and ask O whether

Xi ≥ maxn
j=i+1 Xj . Consider the first i where this happens. We distinguish between the two possible answers:

• If O answers YES, then we know that all future realizations are smaller than Xi. However, we also

know that since the objective is PbM , any optimal algorithm for Prophm+1 will only select a value Xi

if it is larger than any previously observed value (otherwise it “wastes” a spot in S for a value that is

definitely not the maximum). Therefore, if B selects Xi, we know that Xi ≥ maxj<i Xj . In this case,

both B and A succeed in selecting the maximum realization.

• If O answers NO, then we know that there exists a future realization that is greater than Xi. In

this case, the instance for B reduces to M(Prophm, y, P bM) on Xi+1, . . . , Xn, whereas the instance

for A reduces to M(Om−1, y, P bM). Since we know that M(Proph1, y, P bM) =M(O0, y, P bM) by

definition, we have that by induction, the probability that A succeeds is at least α.

QED

3.3.2 The RoE Objective

Given the apparent similarity of the two models, one may wonder whether the equivalence continues to

hold even for the RoE objective. As we show in this section, this is not the case, but studying the oracle

model for the RoE objective is still useful.

Theorem 3.2

There exists a prophet inequality instance and an algorithm A forM(Proph2, y, P bM) on that instance for

which no algorithm forM(O1, Non− I.I.D.,RoE) can achieve the same competitive ratio as that of A.
However, for every instance ofM(Om, y, RoE) where y = I.I.D. or Non-I.I.D., there exists an algorithm

A for the same instance ofM(Prophm+1, y, RoE) that achieves a competitive ratio that is at least as good

as that of the optimal algorithm forM(Om, y, RoE).

We first present an example that shows the first part of the theorem.

Example 3.1. For a fixed ε > 0 and m = 1, consider the following instance:

X1 = 1 w.p. 1, X2 =

1 + ε w.p. 1
2 − ε

0 w.p. 1
2 + ε

,X3 =

 1
ε w.p. ε

0 w.p. 1− ε
. (3.1)

Let Z = max {X1, X2, X3}, with

E[Z] =
1

ε
· ε + (1 + ε) (1− ε)

(
1

2
− ε

)
+ 1 · (1− ε)

(
1

2
+ ε

)
. (3.2)
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Notice that, for small ε, an algorithm B that is optimal for the Proph2 model in this instance is to select X1,

ignore X2 and then select X3 if it is non-zero. This yields

E[B] = 1 · (1− ε) +
1

ε
· ε. (3.3)

However, the optimal A will query O at X1. With probability (1− ε) (1/2 + ε), it will stop and select X1,

getting a value of 1. Otherwise, it will continue, with no oracle calls left. It will ignore X2 and select X3.

Thus,

E[A] = 1 ·
(

1

2
+ ε

)
(1− ε) +

1

ε
· ε. (3.4)

The competitive ratios of A and B respectively are

RoEA =

(
1
2 + ε

)
(1− ε) + 1

ε · ε
1
ε · ε + (1 + ε) (1− ε)

(
1
2 − ε

)
+ 1 · (1− ε)

(
1
2 + ε

) (3.5)

and

RoEB =
(1− ε) + 1

ε · ε
1
ε · ε + (1 + ε) (1− ε)

(
1
2 − ε

)
+ 1 · (1− ε)

(
1
2 + ε

) , (3.6)

and thus, as ε→ 0, we get

RoEA →
3/2

2
=

3

4
, and RoEB →

2

2
= 1. (3.7)

The above example, appropriately generalized for m > 1 (for the exact instance see the proof of

Theorem 3.6), yields the following corollary.

Corollary 3.1. For every m ≥ 1, there exists an instance such that

M(Om, Non− I.I.D.,RoE)

M(Prophm+1, Non− I.I.D.,RoE)
≤ 1− 1

2m+1
.

Next, we present the proof of the second part of Theorem 3.2, showing that an algorithm forM(Prophetm+1

, y, RoE) that has access to an algorithm for M(Om, y, RoE) can always do at least as well. The theorem

follows from Lemma 3.5, whose proof is essentially the same as the proof of Lemma 3.3.

Lemma 3.5. Fix an instance ofM(Prophm+1, y, P bM) where y = I.I.D. or Non-I.I.D., and let α denote the

competitive ratio that an algorithm A forM(Om, y, P bM) achieves on this instance. Then, there exists an

algorithm B forM(Prophm+1, y, P bM) on this instance, with black-box access to A, that achieves competitive

ratio at least α.

Proof. Again, the idea is that B can simulate A’s behaviour by selecting each realization that A decides to

query. Initially, B starts with an empty set S of selected values. Whenever B is presented with a realization

Xi, it feeds it to A. If A decides to select Xi or expend a query for Xi, regardless of the outcome of the

query, B always selects Xi into S, otherwise B decides not to select Xi. By induction, S contains exactly all

the realizations that were queried by A as well as at most one more realization that might have been selected

by A if it run out of queries. Therefore, |S| ≤ m + 1.

Now, notice that, for every possible sequence of realizations, whatever value A has selected is also in S.

Therefore, if VA is the value selected by A and VB is the value selected by B, we have E[VB] ≥ E[VA], and
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thus the competitive ratio of B is at least α. QED

3.4 THE I.I.D. SETTING

After describing how the oracle model is related to the top-1-of-m model, we continue by providing

algorithms for the oracle model. As a warm-up, we take a look at the I.I.D. setting with the PbM objective

and the case of m = 1, providing a simple single-threshold algorithm as well as analyzing the optimal

(multiple) threshold algorithm.

3.4.1 A Single-Threshold Algorithm for m = 1

Our single-threshold algorithm Ap forM(O1, I.I.D., P bM) selects a threshold τ equal to the p-th quantile

of the given distribution D, for some p ∈ [0, 1]. In other words, τ is set such that p = Pr [Xi ≥ τ ]. The first

time the algorithm observes a realization above τ , it queries the oracle to see whether the realization should

be selected or not. If it continues, it simply accepts the first value encountered above the observed realization

on which it queried O.

Lemma 3.6. There exists p ∈ [0, 1] such that Ap selects the maximum realization with probability at least

0.797 in theM(O1, I.I.D., P bM) model for large n.

Proof. Let Y be the total number of realizations above τ , and i1 < i2 < · · · < iY be the indices of the random

variables above τ , i.e. Xit > τ , for t = 1, . . . , Y . Furthermore, let rt be the rank of Xit in X = {Xi1 , . . . , XiY },
i.e. the number k such that Xit is the k-th largest number in X , and Z be the maximum realization of

X1, . . . , Xn.

Xi1 is the first realization we observe above τ . Notice that if r1 = 1 or r1 = 2 then the algorithm always

selects the maximum realization Z. In other words, given that Y = 1 or Y = 2, the algorithm selects Z

with probability 1. Consider the case Y > 2. Again, if r1 ≤ 2, the algorithm selects Z with probability 1.

Otherwise, if r1 > 2, the algorithm returns Z if and only if for all realizations above τ that appear after Xi1

and are also larger than Xi1 , the first to encounter is Z. In other words, for the algorithm to succeed in this

case, it must be that among the r1 − 1 values of rank smaller than r1, the first one in the arrival order is the

element of rank 1. Since the random variables are I.I.D., the probability of this event is exactly 1/r1−1.

Let j be the first index such that Xij > Xi1 , and α(Y ) = Pr {A selects Z | Y }. Conditioned on Y ≥ 3,

the probability that the algorithm selects Z is

α (Y | Y ≥ 3) = Pr[r1 = 1] + Pr[r1 = 2] +

Y∑
t=3

Pr[r1 = t] Pr {rj = 1 | r1 = t} (3.8)

=
2

Y
+

Y∑
t=3

Pr [rz = 1 | r1 = t]

Y
(3.9)

=
1

Y

(
2 +

Y∑
t=3

Pr [rz = 1 | r1 = t]

)
(3.10)

=
1

Y

(
2 +

Y∑
t=3

1

t− 1

)
(3.11)
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=
1

Y

(
1 +

Y∑
t=2

1

t− 1

)
(3.12)

=
1

Y

(
1 +

Y−1∑
t=1

1

t

)
(3.13)

=
1

Y
(1 + HY−1) , (3.14)

where Hn denotes the n-th harmonic number. Recall also that α (Y | Y = 1) = α (Y | Y = 2) = 1.

Next, we estimate Pr[Y = i], by approximating Y with a Poisson distribution via Lemma 3.2 (Le Cam’s

theorem). Let

δi =

∣∣∣∣∣
(
n

i

)
pi(1− p)n−i − e−np

(np)
i

i!

∣∣∣∣∣ . (3.15)

The idea is to set p such that np = q, where q is a fixed constant. We know that Pr[Y = i] =
(
n
i

)
pi(1− p)n−i,

and thus, by Lemma 3.2, we have

∞∑
i=0

δi =

∞∑
i=0

∣∣∣∣∣Pr[Y = i]− e−np
(np)

i

i!

∣∣∣∣∣ =

∞∑
i=0

∣∣∣∣∣Pr[Y = i]− e−q
(q)

i

i!

∣∣∣∣∣ ≤ 2qp

max {1, q}
≤ 2p =

2q

n
. (3.16)

Overall, the probability that A selects Z is

α(Y ) =

n∑
i=0

Pr[Y = i] · α (Y | Y = i) (3.17)

= Pr[Y = 1] +

n∑
i=2

Pr[Y = i] · α (Y | Y = i) (3.18)

≥ np(1− p)(n−1) +

n∑
i=2

(
e−q

qi

i!
− δi

)
· α (Y | Y = i) (3.19)

= q(1− q/n)(n−1) +

n∑
i=2

e−q
qi

i!
· α (Y | Y = i)−

n∑
i=2

δi · α (Y | Y = i) (3.20)

≥ q(1− q/n)(n−1) +

n∑
i=2

e−q
qi

i!

1 + Hi−1

i
−

n∑
i=2

δi (3.21)

≥ q(1− q/n)(n−1) + e−q
n∑

i=2

qi (1 + Hi−1)

i! · i
− 2q

n
. (3.22)

It is easy to see that simply setting q = 2, which corresponds to p = 2/n and τ being the 2/n-th quantile

of D, yields α(Y ) > 0.5801 for all n ≥ 20. Thus, our simple single-threshold algorithm, augmented with a

single oracle call, beats, even for small n, the optimal algorithm for the I.I.D. prophet inequality which uses

different thresholds per distribution and achieves a probability of success approximately 0.5801 [40].

Since the worst-case probability of ≈ 0.5801 by [40] is achieved for n→∞, one might interested in the

asymptotic behaviour of the probability of our algorithm, α(Y ), for large n. It is not too difficult to see,

after some calculations, that as n→∞ (3.22) is maximized for q ≈ 2.435, yielding α(Y ) ≈ 0.798. QED
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3.4.2 A Single-Threshold Algorithm for General m

As we saw in the previous section, even for a simple, single-threshold algorithm, the analysis of the

winning probability gets tedious very quickly. In this section, we generalize our single-threshold algorithm

to the case of general m, and use the fact that the maximum of a uniformly random permutation of n

values changes O (log n) times with high probability to obtain a guarantee on the winning probability that is

super-exponential with respect to m.

As before, our algorithm selects a threshold τ such that p = Pr [X ≥ τ ] and every time the algorithm

observes a realization above τ , it uses an oracle query and asks O if the realization should be selected or not.

If the algorithm runs out of oracle calls, then it selects the first element above τ that is encounters, if any. In

other words, the algorithm uses the oracle calls greedily for all realizations above τ .

Theorem 3.3

For every instance ofM(Om, I.I.D., P bM) and sufficiently large n, there exists an algorithm that selects the

maximum realization with probability at least 1−O
(
m−m/5

)
.

Proof. Let L = e
√
m. The idea is to set τ so that p = Pr [X ≥ τ ] = L/n. As before, let Y be the number of

realizations above τ . By Lemma 3.1, we have

Pr[|Y − L| ≥ δL] ≤ 2e−δ
2L/3. (3.23)

Setting δ = 1 yields that 1 ≤ Y ≤ 2L with probability at least 1− 2e−L/3 = 1− 2e−e
√

m/3 ≥ 1−m−m/4 for

all m.

Next, let X ′1, . . . , X
′
Y be the subsequence of all realizations larger than τ , according to their arrival

order, and let Zi = 1 if X ′i > maxi−1
j=1 X

′
j , in other words if X ′i is larger than all previous realizations, and

Zi = 0 otherwise. Observe that Pr [Zi = 1] = 1/i, and that the random variables Z1, . . . , Zn are independent.

Furthermore, let M =
∑

i Zi be the number of times that the maximum realization changes in the sequence

X ′1, . . . , X
′
Y . Observe that if M ≤ m + 1, then m oracle queries are sufficient for the algorithm to always

select the maximum realization. Therefore, our goal is to bound the probability that this event happens.

Conditioned on 1 ≤ Y ≤ 2L, we have

E[M ] =

2L∑
i=1

1

i
≤ log (2L) + 1 ≤

√
m + 2. (3.24)

For δ = m+2/E[M ]− 1, we have

Pr[M ≥ m + 2] = Pr [M ≥ (1 + δ)E[M ]] . (3.25)

Notice that for m ≥ 98, we have δ ≥ e2, and thus, by Lemma 3.1, we obtain

Pr[M ≥ m + 2] ≤ e−
E[M]δ log δ/2 ≤ e−

(m−
√

m)(log(m−
√

m)−log(m+2)/2)
2 ≤ m−

m/5. (3.26)

If we instead use the tight Chernoff bound in Lemma 3.1, we can show that Pr[M ≥ m + 2] ≤ m−m/4+ε for

all m and ε > 0.

Putting everything together, for our algorithm to succeed, it suffices to have 1 ≤ Y ≤ 2L and M ≤ m + 1,

both of which happen together with probability at least 1−O
(
m−m/5

)
. QED
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3.4.3 An Asymptotically (Almost) Tight Upper Bound

Now that we have presented a simple, single-threshold algorithm for the M(Om, I.I.D., P bM) setting, a

reasonable question to ask is how far it is from being optimal. As we show in this section, the algorithm is

asymptotically almost optimal.

Theorem 3.4

There exists an instance ofM(Om, I.I.D., P bM) for which no algorithm can select the maximum realization

with probability greater than 1−O (m−m).

Proof. To construct an instance in which no algorithm can achieve a high probability, fix m and consider n

random variables X1, . . . , Xn drawn I.I.D. from the uniform distribution on [0, 1], where n is a sufficiently

large number. We first divide [0, 1] into k = n/m logm intervals B1, . . . , Bk of length m logm/n each, with

Bi =
(
(i− 1) ·m logm/n, i ·m logm/n

]
. For each i = 1, . . . , n, let Yi denote the random variable that is equal to

1 if Xi ∈ Bk and 0 otherwise, where Bk is the last interval. Also, let Y =
∑n

i=1 Yi. Since the Xi’s follow the

uniform distribution, we have PrYi = 1 = m logm
n for all i, and E[Y ] = m logm.

Next, consider an algorithm A for M(Om, I.I.D., P bM) on this instance, and assume that Y ≥ 1, i.e.

there exists at least one realization that falls in the last interval. Consider the moment that A observes a

realization Xi ∈ Bk that is larger than all previous realizations (including previous realizations in Bk). There

are two cases:

• If A decides not to expend a query to O for this realization and skip it, there is a chance it fails to

select the highest realization. This definitely happens if no other realization in the future is in Bk,

which occurs with probability(
1− m logm

n

)n−i

≥
(

1− m logm

n

)n

≥ e−m logm−1 = Ω
(
m−

m/1−ε

)
(3.27)

for sufficiently large n, for any ε > 0.

• If A decides to expend a query to O for this realization, there is a chance it fails to select the highest

realization by running out of queries, deciding to select the next realization in Bk that is higher than

all previous ones, and missing out on a higher realization in the future. For this to happen, it must be

that Y ≥ m + 2. Let δ = 1− 1+1/m/logm. By Lemma 3.1, this happens with probability

Pr[Y > m+1] = 1−Pr[Y ≤ m+1] = 1−Pr[Y ≤ (1−δ)E[Y ]] ≥ 1−e
−m log m(log m−1−1/m)2

2log m2 ≥ 1−m−
m/4.

(3.28)

Given that Y ≥ m + 2, the probability that the first m + 2 realizations arrive in increasing order is

1/(m+2)!. Therefore, A misses out on the maximum realization in this case with probability at least

1−m−m/4

(m + 2)!
≥ m−m. (3.29)

Therefore, A must miss the maximum realization with probability at least Ω (m−m). QED
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3.5 THE NON-I.I.D. SETTING

Motivated by the early work of Gilbert and Mosteller [40] for the top-1-of-m model, we studied the I.I.D.

setting and the PbM objective in the previous section. As we described, later works [42], [43], [129] studied

the top-1-of-m model with the RoE objective. Using the reduction of Theorem 3.2, any guarantees we provide

for the oracle model with the RoE objective can be directly translated to guarantees for the top-1-of-m model.

For this reason, in this section we study our oracle model for not necessarily identical random variables and

the RoE objective. We provide a simple, single-threshold algorithm that improves slightly upon the current

best-known competitive ratio, but our main contribution is an asymptotically (almost) tight upper bound.

3.5.1 A Single-Threshold Algorithm

We first describe our algorithm that slightly improves the current best-known guarantee for the top-1-of-m

model [43], even though it works for our oracle model, which is weaker under the RoE objective.

Theorem 3.5

For every instance ofM(Om,Non-I.I.D., RoE) and sufficiently large n, there exists an algorithm that achieves

a competitive ratio of 1−O
(
e−m/5.178

)
.

Proof. Just like our previous algorithms, this algorithm is quite simple; we select a threshold τ and greedily

use all oracle calls on the first m + 1 values above τ . As always, if O responds YES, the algorithm accepts

the current realization and otherwise it continues. Once it run out of oracle calls, it accept the next value it

sees that is above τ .

Let N be the number of realizations above τ . Let pi = Pr [Xi ≥ τ ], and notice that E[N ] =
∑

i pi. We

select τ such that E[N ] = m/2+ 1. For every i, let Yi = 1 if Xi ≥ τ and 0 otherwise. Recall that Z = maxi Xi,

and let Dmax denote the distribution of Z and V denote the value selected by our algorithm. Notice that

when 1 ≤ N ≤ m+ 1, we have V = Z, and when N ≥ m+ 2, we can lower bound V by τ , since our algorithm

will always select a value in this case. By Lemma 3.1, for δ = 1, we have

Pr[N ≤ 0] = Pr[N ≤ (1− δ)E[N ]] ≤ e−(
m/2+1), (3.30)

and

Pr[N ≥ m + 2] = Pr[N ≥ (1 + δ)E[N ]] ≤
(e

4

)−(m/2+1)

≤ e−
2m/log 4−1 = e−

m/5.178. (3.31)

Thus,

Pr[1 ≤ N ≤ m + 1] ≥ 1− 2e−
m/5.178. (3.32)

Now, for all z ≥ τ , we know that

Pr
Z

[Z ≥ τ ∧ V = Z | Z = z] ≥ Pr[1 ≤ N ≤ m + 1] ≥ 1− 2e−
m/5.178, (3.33)

since 1 ≤ N ≤ m + 1 immediately implies that our algorithm selects the maximum, regardless of its actual

value. Putting everything together, the expected value of our algorithm is

E[V ] = E
z∼Dmax

[
z · Pr

Z
[Z ≥ τ ∧ V = Z | Z = z]

]
(3.34)

= E
z∼Dmax

[z · Pr [1 ≤ N ≤ m + 1]] (3.35)
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≥
(

1− 2e−
m/5.178

)
E

z∼Dmax

[z | Z = z] (3.36)

=
(

1− 2e−
m/5.178

)
E[Z]. (3.37)

QED

3.5.2 An Asymptotically (Almost) Tight Upper Bound

Next, we show that no algorithm for M(Om,Non-I.I.D., RoE) can achieve a competitive ratio greater

than 1− 1
2m+1 . The same counterexample works also for the PbM objective, as can easily be seen from its

proof, giving us the same upper bound for the M(Om,Non-I.I.D., P bM) setting.

Theorem 3.6

There exists an instance of the M(Om, Non − I.I.D., z) setting, where z = RoE or PbM, in which no

algorithm can achieve a
(
1− 1

2m+1 + δ
)
-competitive ratio or select the maximum realization with probability(

1− 1
2m+1 + δ

)
, for any δ > 0.

Proof. Consider the following instance with m + 2 random variables: Let ε > 0 and

X1 = 1 w.p. 1, Xi =

(1 + ε)
i

w.p. 1/2

0 w.p. 1/2
for i = 2, . . . ,m + 1, and Xm+2 =

 1
ε w.p. ε

0 w.p. 1− ε
. (3.38)

We should note that the non-zero values of X2, . . . , Xn−1 need not form a geometric series as shown here. It

suffices that the non-zero value of Xi is 1 + εi, where ε2 ≤ · · · ≤ εn−1, but we used the construction above as

it uses a single constant ε and it simplifies the calculations. The result remains the same in both cases, as in

the end we take ε→ 0.

First notice that the prophet obtains a value of

E [max {X1, . . . , Xn}] =
1

ε
· ε + (1− ε)E [max {X1, . . . , Xn−1}] , (3.39)

where, for ε→ 0, the maximum of X1, . . . , Xn−1 is always 1. Therefore, as ε→ 0, the prophet’s expected

value is 2.

Next, consider an algorithm for this setting. There are two cases: either the algorithm decides to query O
at X1 = 1 or not.

Assume that the algorithm decides not to query O at X1. Then, it proceeds to observe X2, . . . , Xn with

m = n− 1 oracle calls to O available. This implies that it can query O at every random variable from X2

through to Xn, and obtain the optimal value of this residual instance. This value is 1/ε with probability

ε, and with probability 1 − ε we obtain a value of 1, as ε → 0, so long as at least one of X2, . . . , Xn−1 is

non-zero, which happens with probability 1− 1/2n−2 = 1− 1/2m. Overall, as ε→ 0, the expected value of the

algorithm, if it decides not to query O at X1, is 1 + 1− 1/2m = 2− 1/2m. Since the prophet’s value is 2, the

algorithm obtains a competitive ratio of 2−1/2m/2 = 1− 1
2m+1 .

Now assume that the algorithm decides to query O at X1. We differentiate between two cases:

• First, assume that X2 = · · · = Xn−1 = 0. This happens with probability 1/2m. In this case, O will

respond YES only if Xn = 1/ε, and thus the expected value of the algorithm is 1
ε · ε + (1− ε) · 1→ 2 as

ε→ 0.
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• Next, assume that X2, . . . , Xn−1 are not all 0. Since the algorithm queried O at X1, it will have

m− 1 remaining oracle calls for X2, . . . , Xn−1. This implies that no matter how the algorithm makes

its decisions, there exists a (potentially randomly chosen) Xi on which the algorithm will not use a

query to O. Consider now the following realization of X2, . . . , Xn−1: X2, . . . , Xi are all non-zero and

Xi+1, . . . , Xn−1 are all 0. This happens with probability exactly 1/2m. Assume, for simplicity, that in

every other realization of X2, . . . , Xn−1, the algorithm obtains the optimal value of 2, as ε→ 0.

In this realization, however, when the algorithm reaches Xi, it either selects it and gains an expected

value of 1, for small ε, or it skips it without querying O, but ends up regretting this decision as all

the remaining random variables up to Xn−1 are 0. In this latter case, the algorithm reaches Xn and

obtains an expected value of 1
ε · ε = 1.

Overall, the algorithm’s expected value if it decides to query X1 is 2 (1− 1/2m)+ 1 · 1/2m = 2− 1/2m. Therefore,

as in the previous case, the algorithm obtains a competitive ratio of 2−1/2m/2 = 1− 1
2m+1 . Notice that the

example shown is sharp in that there exists an algorithm for such instances that achieves the 1− 1
2m+1 ratio.

As shown above, every algorithm for this instance fails to select the maximum realization with probability

more than 1− 1
2m+1 , and thus the same upper bound holds for the PbM objective as well. QED
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Chapter 4: OPTIMAL GREEDY ONLINE CONTENTION RESOLUTION SCHEMES

4.1 OVERVIEW

In Chapter 1, we introduced Online Contention Resolution Schemes (OCRSs) to solve stochastic com-

binatorial optimization problems with adversarial arrival order such as Fair-Cantina-Sale. The general

procedure to solve such problems is to model them as an Integer Linear Program (ILP), relax it to a Linear

Program (LP), solve it in polynomial time to obtain a solution x, and then round it. Such rounding algorithms

have recently been used to obtain several optimal and interesting results [20], [21], [26]–[30], and have more

applications in online mechanism design and posted pricing mechanisms [6], [7].

For the rounding, we usually think of every variable xi of the LP solution as a “probability” that element

i is active. A first approach to round x is to create a selected set of elements in which every element appears

independently with probability xi. Notice that this corresponds to always selecting every active element,

and can be done regardless of whether the active elements are revealed offline or online. For any additive

objective function, by linearity of expectation, such an algorithm does not incur any loss. However, there is

no guarantee that the resulting integral set is feasible.

Contention Resolution Schemes. To address this issue, one can decide to forego optimality with respect

to the objective function, in order to ensure feasibility of the final solution. In other words, we can decide

to select an active element with some probability c ∈ (0, 1), with the hope that this leads to a feasible set

at the end of the process. An algorithm that achieves this when it is able to see all the active elements

offline is called a Contention Resolution Scheme (CRS) [26], and if it is able to do it even when the active

elements are revealed in adversarial order, it is called an OCRS [27]. The highest c an OCRS can achieve,

while maintaining that the final solution is always feasible, is called the selectability of the OCRS. From an

application viewpoint, OCRSs are useful in a variety of online settings in Bayesian and stochastic online

optimization, such as prophet inequalities [20], [21], [44], stochastic probing [83]–[86], and posted pricing

mechanisms [6].

As it turns out, most known OCRSs are greedy OCRSs, in which the algorithm (randomly) commits

to a subset S of the elements and greedily selects the active elements of S, as long as they don’t violate

the constraints. While greedy OCRSs constitute a special case, they have several advantages. Usually, to

obtain an optimal non-greedy OCRS, one has to use LP duality [44]. This leads to a non-intuitive algorithm

which, in many situations, can be difficult to implement. However, greedy OCRSs are inherently simpler

than their non-greedy counterparts. Another advantage is that they are able to provide guarantees against

stronger adversaries. In fact, for some settings, we are not aware of how to obtain good guarantees without

greedy OCRSs. One such example is [136] in which the authors study the “delegation gap” of the generalized

Pandora’s box problem and in fact reduce the problem to the design of an OCRS which is necessarily greedy.

For all these reasons, studying the potential loss in selectability one incurs by restricting to greedy OCRSs is

an important problem in stochastic combinatorial optimization.

Adversaries. When considering online combinatorial optimization problems in which the arrival order is

decided by an adversary, it is important to consider the power such an adversary has. On one end of the

spectrum, an offline adversary has to commit to the arrival order of the elements before the process starts
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and without knowledge of any realizations. Clearly, this is a weak form of the adversary. An online adversary

is endowed with more power, since at every step i, they can decide which element to reveal next based on the

realizations of the elements on the previous steps 1, . . . , i− 1 as well as the actions that the algorithm has

taken so far. Perhaps the strongest adversary is the almighty adversary, who decides on the arrival order

after observing all realizations and also all potential random coins used by the algorithm.

By their nature, the rounding guarantees that greedy OCRSs provide hold even against an almighty

adversary. Therefore, if greedy OCRSs can achieve the same selectability as general OCRSs for a combinatorial

optimization setting, there is no difference in power between an offline and an almighty adversary.

4.1.1 Our Contributions

We show that this is not the case. The simplest example of a feasibility constraint is a set of all singletons,

i.e. when we only want to select a single element. We call this the single item or rank-1 matroid setting. For

our first result, we show that for such a setting, no greedy OCRS can achieve a selectability greater than

1/e. Since there exist (non-greedy) OCRSs that are 1/2-selectable [44], [73], this result provides a separation

between greedy and general OCRSs.

Theorem 4.1. For every ε > 0, there exists no greedy OCRS for the single-item setting that selects an active

element i with probability at least 1/e + ε for all i ∈ N .

Feldman, Svensson and Zenklusen [27] designed an OCRS for the single-item setting that is 1/4-selectable.

However, their OCRS does not make use of the exact values of the fractional solution x, i.e. it is oblivious. A

natural question then is whether this OCRS is optimal. Our second contribution is the design of a greedy

OCRS for the single item setting that is 1/e-selectable, thereby settling the selectability question for this

setting. Our OCRS relies on the values of the fractional solution x and is thus not oblivious. Recently,

[137] gave a beautifully simple OCRS for the single-item setting that is 1/e-selectable, oblivious, but not

greedy, and also showed that no oblivious OCRS can achieve a higher selectability. Determining the optimal

selectability of OCRSs that are both oblivious and greedy is an interesting open question.

Theorem 4.2. There exists a 1/e-selectable (randomized) greedy OCRS for the single-item setting.

The greedy OCRS we provide can be extended in a natural way to feasibility constraints beyond the

single-item setting. In particular, by running k parallel instances of it, one can achieve a 1/e-selectability for

k-uniform matroids, which are constraints where every set of elements of size at most k is feasible. Similarly,

we can extend our greedy OCRS to work for a partition matroid, where the constraint consists of given

sets Sj ⊆ N and a set of elements A is feasible if and only if |A ∩ Si| ≤ 1 for every j. By decomposing

the partition matroid into single-item instances, executing our greedy OCRS on every single-item instance

and accepting an active element if and only if it was accepted by the greedy OCRS on the corresponding

single-item instance, we obtain a 1/e-selectable greedy OCRS for partition matroids. The details are omitted

as the design of both extensions is straightforward.

Corollary 4.1. There exists a 1/e-selectable (randomized) greedy OCRS for uniform and partition matroids.

Finally, we extend Theorem 4.2 to a more general class of matroids, namely transversal matroids. A

transversal matroid is defined by a bipartite graph G = (U ⊎ V,E), where U is the ground set of the matroid,

and a subset of U is independent if it can be matched to a subset of V . Transversal matroids form a
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well-studied class of matroids and have been used extensively to model matching markets [63], [138], [139].

The OCRS we design actually provides a stronger selectability guarantee for the special case in which every

element’s neighborhood has size at least 3.

Theorem 4.3. Let M = (U, I) be a transversal matroid represented by a bipartite graph G = (U ⊎ V,E).

There exists a 1/e-selectable (randomized) greedy OCRS π forM. Furthermore, if for every element u ∈ U we

have |N(u)| ≥ 3, where N(u) is the set of neighbours of u in G, then π is a (1− 1/e)-selectable (randomized)

greedy OCRS forM.

4.1.2 Related Work

Since their introduction [26], Contention Resolution Schemes (CRSs) have found several applications. As

we discussed previously, applications of CRSs in Bayesian mechanism design and posted price mechanisms [7]

can be found in [26]. Later, Yan [46] connected mechanism design with the notion of correlation gap [48].

OCRSs were developed [27] with applications to Bayesian mechanism design as one of the main motivations,

since they directly translate to competitive ratios for the prophet inequality problem [20], [21], [27], [77]. In

fact, Alaei’s work on k-uniform matroids [73] precedes [27] and can be seen as an OCRS, even though it is

formulated differently. Random order CRSs (ROCRSs) were introduced in [28] and yield improved bounds

when the arrival order is random.

Expanding upon the previously mentioned related work, Feldman, Svensson and Zenklusen [27] gave the

first greedy OCRS for matroids, which is 1/4-selectable. Lee and Singla [44] showed a reverse connection

between OCRSs and prophet inequalities, obtaining a 1/2-selectable (non-greedy) OCRS and a (1− 1/e)-

selectable ROCRS for matroids. Adamczyk and W lodarczyk [28] obtained several results, including a

1/k+1-selectable ROCRS for the intersection of k matroids. For matchings, apart from the work of [29],

Bruggmann and Zenklusen [30] developed optimal monotone CRSs via a novel polyhedral approach.

Recently, Dughmi [140], [141] showed an equivalence between the existence of constant-factor OCRSs

for specific correlated distributions and a constant-factor approximation to the famous matroid secretary

problem [142]. Later, Feldman and Zenklusen showed that any guarantee for the matroid secretary problem

with a modular objective can be translated to a guarantee for a submodular objective with only a constant

factor loss. We discuss the matroid secretary problem more in Chapter 6.

For more information on other related work, see §1.4.

Organization. We begin in Section 4.2 with some background. Then, in Section 4.3, we present our first

main result which shows that no greedy OCRS for the single-item case can achieve a selectability higher

than 1/e. Afterwards, in Section 4.4, we design an optimal greedy OCRS for the single-item setting, uniform

matroids and partition matroids that is 1/e-selectable. We proceed with our greedy OCRS for transversal

matroids in Section 4.5, which also achieves the optimal 1/e selectability, and show it performs even better

under some assumptions on the structure of the transversal matroid.

4.2 PRELIMINARIES

Before we proceed, we present the formal definitions of CRSs, OCRSs and greedy OCRSs and briefly

describe the 1/4-selectable single item OCRS by [27].
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Let N be a finite ground set. Recall from Chapter 1 the definitions of a feasibility constraint, and its

polyhedral relaxation. Given a polyhedral relaxation PI of a constraint I and a point x ∈ PI , a natural

question is whether we can round x in order to obtain a feasible set S ∈ I. One way to achieve this is via

Contention Resolution Schemes, which we define below. For the remainder of this thesis, for b ∈ [0, 1], let

b · P denote a “scaled-down” variant of P, which contains every point b · x for all x ∈ P.

Definition 4.1 (Contention Resolution Scheme [26]). Let b, c ∈ [0, 1]. A (b, c)-balanced Contention

Resolution Scheme π for PI is a procedure that for every x ∈ b · PI and A ⊆ N , returns a random set

πx(A) ⊆ A ∩ support(x) and satisfies the following properties:

1. πx(A) ∈ I with probability 1, ∀A ⊆ N, x ∈ b · PI , and

2. for all i ∈ supp (x), Pr [i ∈ πx(R(x)) | i ∈ R(x)] ≥ c, ∀x ∈ b · PI ,

where R(x) ⊆ N denotes a random set in which every element i ∈ N appears independently with probability

xi. The scheme is said to be monotone if Pr [i ∈ πx(A1)] ≥ Pr [i ∈ πx(A2)] whenever i ∈ A1 ⊆ A2.

For the remainder of this chapter, we drop the subscript in PI and simply write P whenever the constraint

is clear from context.

CRSs are offline rounding schemes. In the case where the arrival order of the elements is selected by an

adversary, we can use the following notion of Online Contention Resolution Schemes (OCRS) to round x.

Definition 4.2 (Online Contention Resolution Scheme (OCRS) [27]). For an online selection setting where

a point x ∈ P is given, we draw a random subset of the elements R(x), in which each element i appears

independently with probability xi. We call R(x) the set of active elements. Afterwards, we observe whether

each element e ∈ N is active (e ∈ R(x)), one by one, and have to immediately and irrevocably decide whether

to select an element or not before the next element is revealed. An Online Contention Resolution Scheme π

for P is an online algorithm which selects a subset πx(R(x)) ⊆ R(x) such that 1πx(R(x)) ∈ P.

We also define the notion of a greedy OCRS, which provide guarantees with respect to an almighty

adversary.

Definition 4.3 (Greedy OCRS [27]). Let P ⊆ [0, 1]
n

be a relaxation of the feasible sets I ⊆ 2N . An OCRS

π for P is called a greedy OCRS if, for any x ∈ P , π defines a down-closed subfamily of feasible sets Fπ,x ⊆ I,

and it selects an active element e when it arrives if, together with the set of elements already selected, the

resulting set is in Fπ,x. We say that π is a randomized greedy OCRS if, given x, the choice of Fπ,x is

randomized. Otherwise, we say that π is a deterministic greedy OCRS.

For the remainder of this paper, we drop the subscript in Fπ,x and simply write Fx or F , whenever π

and x are clear from context.

Intuitively, we say a greedy OCRS is c-selectable if and only if an active element e ∈ R(x) can be included

in the currently selected elements S ⊆ R(x) and maintain feasibility with probability at least c.

Definition 4.4 (c-selectability). Let c ∈ [0, 1]. A greedy OCRS for P is c-selectable if and only if for any

x ∈ P we have

Pr [S ∪ {e} ∈ Fx] ≥ c, ∀e ∈ N, S ⊆ R(x) such that S ∈ Fx.

Notice that a c-selectable greedy OCRS guarantees that each active element e is selected with probability

at least c, even against the almighty adversary. We should note that the randomness in the above definition
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is with respect to both the randomness of R(x) and also any potential randomness the greedy OCRS might

use to decide Fx.

Next, we briefly describe the 1/4-selectable single item greedy OCRS by [27]. Given a fractional point x

such that
∑n

i=1 xi ≤ 1, the greedy OCRS will, at step i, observe whether element i is active or not. If it

is active, the greedy OCRS will choose to select with probability 1/2 or discard it and move on to the next

element. Since each element is active with probability xi and is selected with probability xi/2, the expected

number of selected elements is at most half, and thus, by Markov’s inequality, the probability the greedy

OCRS selects no elements is at least 1/2. Therefore, for every element i, we reach i without having selected

an element with probability at least 1/2 and we select i, given that it is active, with probability 1/2, for an

overall selectability of 1/4.

We should note that for the single item setting there exists a 1/2-selectable OCRS [73] but, crucially, it is

not greedy. As we show in Section 4.3, there is no 1/2-selectable greedy OCRS for the single item setting.

Other variants of online CRSs have been studied as well. One example is Random Order Contention

Resolution Schemes (ROCRS). In an ROCRS, the arrival order of the elements is chosen uniformly at random,

instead of being chosen by an adversary. Adamczyk and Wlodarczyk present several interesting results on

ROCRSs in [28].

4.3 AN UPPER BOUND

In this section, we present the proof of Theorem 4.1. Consider the instance where xi = 1/n for all ei ∈ N ,

where n = |N |, and let A denote the set of active elements. Any greedy OCRS π will select a subset S of

F = {ei | ei ∈ N} with some probability αS , and then accept the first element in S that comes up active.

What is the worst-case probability that an element from S will be selected? This is minimized for the element

in S which is last in the arrival order, which has a probability of being selected exactly equal to (1− 1/n)
|S|−1

,

because the OCRS is greedy, and it would select an element from S which arrived earlier, if it came up active.

Therefore, no greedy OCRS can guarantee, for any S ⊆ F , that an element e ∈ N will be selected, when

e ∈ A, with probability greater than (1− 1/n)
|S|−1

. Thus, for any e ∈ N and any greedy OCRS π, we have

Pr [e ∈ π(A) | e ∈ A] ≤
∑
S⊆N
e∈S

αS

(
1− 1

n

)|S|−1
(4.1)

=

n∑
k=1

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

e∈S

αS . (4.2)

Next, for a greedy OCRS π to be c-selectable, it needs to guarantee that

mine∈N Pr [e ∈ π(A) | e ∈ A] ≥ c. Therefore, if we show that

min
e∈N


n∑

k=1

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

e∈S

αS

 ≤ c, (4.3)

by (4.2) it follows that π cannot be (c + ε)-selectable for any ε > 0.
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Lemma 4.1.

min
e∈N


n∑

k=1

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

e∈S

αS

 ≤
(

1− 1

n

)n−1

.

Proof. Assume towards contradiction, that

min
e∈N


n∑

k=1

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

e∈S

αS

 >

(
1− 1

n

)n−1

. (4.4)

The proof consists of a double counting argument. First, notice that, by the inequality above, we have

∑
e∈N

 n∑
k=1

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

e∈S

αS

 > n

(
1− 1

n

)n−1

. (4.5)

For any 0 ≤ k ≤ n, let βk =
∑

S⊆N : |S|=k αS be the total probability mass assigned by the greedy OCRS to

all sets of size k, and notice that
∑n

k=0 βk = 1. We can also compute the left-hand side of (4.5) as

∑
e∈N

 n∑
k=1

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

e∈S

αS

 =

n∑
k=1

(1− 1

n

)k−1 ∑
e∈N

∑
S⊆N : |S|=k

e∈S

αS

 (4.6)

=

n∑
k=1

k

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

αS

 (4.7)

=

n∑
k=1

(
βk · k

(
1− 1

n

)k−1
)
. (4.8)

where the second equality follows from the fact that in the double sum, for every S such that |S| = k, every

coefficient aS appears exactly k times, one for each element it contains. Under the constraint
∑n

k=0 βk = 1,

we have that
∑n

k=1

(
βk · k (1− 1/n)

k−1
)

is maximized for βn = 1 and βm = 0 for all m < n, as k (1− 1/n)
k−1

is strictly increasing in k. Therefore,

∑
e∈N

 n∑
k=1

(
1− 1

n

)k−1 ∑
S⊆N : |S|=k

e∈S

αS

 ≤ n

(
1− 1

n

)n−1

. (4.9)

Together, (4.5) and (4.9) yield a contradiction. QED

By Lemma 4.1, since limn→∞ (1− 1/n)
n−1

= 1/e, it follows that there exists no greedy OCRS for P that

selects an element e, when active, with probability at least 1/e + ε for all e ∈ N .

4.4 AN OPTIMAL GREEDY OCRS FOR RANK-1 MATROIDS

This section is dedicated to proving Theorem 4.2. Before we begin, we need the following lemma.
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Lemma 4.2. Let a1, . . . , ak ∈ [0, 1]. Then

ln
(

1− ak
2

)
+

k−1∑
j=1

ln

(
1− aj +

a2j
2

)
≥ −ak −

k−1∑
j=1

aj .

Proof. We split the statement into two separate parts.

Claim 4.1.

ln
(

1− ak
2

)
≥ −ak.

Proof. Consider the function f : [0, 1]→ R≥0, where f(x) = ex (1− x/2). Clearly, if f(x) ≥ 1 for all x ∈ [0, 1],

then the claim follows by taking the (natural) logarithm of each side of the inequality, and setting x = ak.

We have df(x)
dx = −e

x
/2 (x− 1) ≥ 0 for all x ∈ [0, 1]. Therefore, f is increasing in [0, 1], and thus attains its

minimum for x = 0. Therefore, f(x) ≥ f(0) = 1 for all x ∈ [0, 1] and the claim follows. QED

Claim 4.2. For every j ∈ {1, 2, . . . , k − 1}, we have

ln

(
1− aj +

a2j
2

)
≥ −aj .

Proof. Fix an arbitrary aj . Consider the function g : [0, 1]→ R≥0, where g(x) = ex
(
1− x + x2

/2
)
. Clearly,

if g(x) ≥ 1 for all x ∈ [0, 1], then the claim follows by taking the (natural) logarithm of each side of the

inequality, and setting x = aj .

We have dg(x)
dx = exx2

/2 ≥ 0 for all x ∈ [0, 1]. Therefore, g is increasing in [0, 1], and thus attains its

minimum for x = 0. Therefore, g(x) ≥ g(0) = 1 for all x ∈ [0, 1] and the claim follows. QED

QED

Next, consider a ground set N = {e1, e2, . . . , en}, and let M = (N, I) be the uniform matroid of rank 1

with respect to N , i.e. I = {{ei} | ei ∈ N}. Let P be the following polyhedral relaxation of M:

P =

{
x ∈ [0, 1]

n

∣∣∣∣∣
n∑

i=1

xi ≤ 1

}
. (4.10)

For a given x ∈ P, let π = πx denote the OCRS we will create. π will draw a random set R(q) where

each element ei appears in R(q) independently with some probability qi. The family of feasible subsets is

Fπ,x = {{ei} | ei ∈ R(q)} . (4.11)

We set qi = 1− xi/2 for all ei ∈ N . Afterwards, π selects the first element ei that is active and that {ei} ∈ F .

Lemma 4.3. π is a randomized greedy OCRS.

Proof. π is clearly a randomized OCRS because every time it sees an element, it makes an irrevocable decision

to select it, if it is active, before it sees the next element, and also, by the choice of Fπ,x, it is easy to see

that the set of elements it returns is always a singleton, and thus feasible in I, since Fπ,x ⊆ I. Furthermore,

the choice of Fπ,x is randomized, and thus π is a randomized OCRS.
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Next, it is also easy to see that π is a greedy OCRS, because, given x, Fπ,x is a down-closed subfamily of

feasible sets and an active element e is always selected if {e} ∈ Fπ,x, since there are no previously selected

elements. QED

Next, we quantify the probability that each element is selected by π, given that it is active.

Lemma 4.4. π selects every element ei ∈ N , given that ei is active, with probability at least 1/e.

Proof. We relabel the elements of N so that each ei arrives in the i-th step. Consider an element ei ∈ N .

Given that ei is active, since π is a greedy OCRS, π will select ei if and only if it has not selected any

elements before ei and also {ei} ∈ Fπ,x. Recall that we have {ei} ∈ Fπ,x with probability exactly qi = 1−xi/2.

Furthermore, for every element ej where j < i, it needs to be the case that we avoid having both {ej} ∈ Fπ,x

and also ej coming up active. This happens with probability 1− xj · (1− xj/2) = 1− xj + x2
j/2 for every ej

where j < i. Overall, if we denote by ri the probability that ei is selected by π, given that it is active, we

have

ln ri = ln

(1− xi

2

)
·
i−1∏
j=1

(
1− xj +

x2
j

2

) = ln
(

1− xi

2

)
+

i−1∑
j=1

ln

(
1− xj +

x2
j

2

)
(4.12)

≥ −xi −
i−1∑
j=1

xj ≥ −1, (4.13)

where the first inequality follows from Lemma 4.2 and the second inequality follows from
∑

i xi ≤ 1. Therefore

ri ≥ 1/e, for all i ∈ N . QED

From Lemmas 4.3 and 4.4, it follows that π is a 1/e-selectable (randomized) greedy OCRS for P.

4.4.1 An Alternative Scheme

After we notified him of our scheme, Jan Vondrák devised an alternate scheme for the problem. With his

consent [143], we present his greedy OCRS below.

Let π denote the OCRS we will create. π will draw a random set R where each element ei appears in R

independently with some probability qi. Afterwards, it will set

Fπ,x = {{ei} | ei ∈ R} . (4.14)

We set qi = 1−e−xi/xi for all ei ∈ N . Afterwards, π selects the first element ei that is active and that {ei} ∈ F .

The proof of the next lemma is identical to the proof of Lemma 4.3.

Lemma 4.5. π is a randomized greedy OCRS.

Next, we quantify the probability that each element is selected by π, given that it is active.

Lemma 4.6. π selects every element ei ∈ N , given that ei is active, with probability at least 1/e.

Proof. We relabel the elements of N so that each ei arrives in the i-th step. Consider an element ei ∈ N .

Given that ei is active, since π is a greedy OCRS, π will select ei if and only if it has not selected any elements

before ei and also {ei} ∈ Fπ,x. Recall that we have {ei} ∈ Fπ,x with probability exactly qi = 1−e−xi/xi.
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Furthermore, for every element ej where j < i, it needs to be the case that we avoid having both {ej} ∈ Fπ,x

and also ej coming up active. This happens with probability 1 − xj · 1−e
−xj/xj = e−xj for every ej where

j < i. Overall, if we denote by ri the probability that ei is selected by π, given that it is active, we have

ri =
1− e−xi

xi
·
∏
j<i

e−xj =
1− e−xi

xi
· e−

∑
j<i xj ≥ (1− e−xi) exi−1

xi
=

exi−1 − e−1

xi
, (4.15)

where the inequality follows from
∑

i xi ≤ 1. This expression is minimized for xi → 0, and thus we get

ri ≥ 1/e, for all i ∈ N . QED

From Lemmas 4.5 and 4.6, it follows that π is a 1/e-selectable (randomized) greedy OCRS for P.

Remark 4.1. One can easily see that the difference between the two proofs is that, in our scheme, the

probability of selection qi of each element i ∈ N is a linear approximation of the selection probability of

Vondrák’s scheme. The result then follows due to the convexity of the selection probability qi = 1−e−xi/xi of

Vondrák’s scheme.

4.5 EXTENSION TO TRANSVERSAL MATROIDS

In this section, we prove Theorem 4.3. Let M = (U, I) be a transversal matroid and G = (U ⊎ V,E)

denote the underlying bipartite graph, where |U | = n. We know that a subset S ⊆ U is independent if and

only if there exists a matching in G that covers S. Let P be the natural polyhedral relaxation of M. For a

given x ∈ P , let π = πx be the greedy OCRS we will create. Let N(u) denote the set of neighbors of a vertex

u in G. For each v ∈ V , π will draw a random set Rv ⊆ N(v), in which each element u ∈ U appears with

probability qu. Then, we set

qu = 1−
(

1− 1− e−xu

xu

) 1
|N(u)|

. (4.16)

It is easy to see that qu ∈ [0, 1] for every |N(u)| ≥ 1, and thus qu is well-defined.

Next, we create a down-closed subfamily of feasible sets by taking all possible combinations of sets created

by taking at most one element from each Rv and then taking the union of all such elements. Specifically,

Fπ,x =
{
S = {u1, . . . , uk} ⊆ U

∣∣ ∃ T = {v1, . . . , vk} ⊆ V s.t. uj ∈ Rvj , ∀j ∈ {1, . . . , k}
}
. (4.17)

Any set S in F is clearly an independent set of M, as the constraints guarantee that there always exists a

matching in G that covers S. During the online process, π starts with a set of selected elements S = ∅, and

greedily selects an active element u if S + u ∈ F .

The proof of the following lemma is identical to the proof of Lemma 4.3 and follows from the discussion

above.

Lemma 4.7. π is a randomized greedy OCRS.

Next, we again lower bound the selection probability of an active element.

Lemma 4.8. π selects every element u ∈ U , given that u is active, with probability at least 1/e. Furthermore,

if |N(u)| ≥ 3 for all u ∈ U , π selects every element u ∈ U , given that it is active, with probability at least

1− 1/e.
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Proof. Consider an active element u ∈ U . Since π is a greedy OCRS, it will select u if and only if there

exists a neighbor v of u such that u ∈ Rv, and also, together with the set S of elements already selected by

π, S + u ∈ F . First, for every element w ∈ U , let Ew denote the event that there exists an element v ∈ V

such that w ∈ Rv. In other words, Ew is the event that w is in some set of F . For Eu, we have

Pr[Eu] = 1−
∏

v∈N(u)

(1− qu) = 1− (1− qu)
|N(u)|

=
1− e−xu

xu
. (4.18)

Furthermore, the set S selected prior to seeing u has to be independent, thus S ∈ F , and thus for S + u /∈ F ,

it has to be that for every v ∈ N(u), we have |S ∩Rv| ≥ 1. Therefore, the probability that S + u /∈ F is

Pr [S + u /∈ F | S] =
∏

v∈N(u)

1−
∏

u′∈N(v)
u′ ̸=u

(1− x′u Pr[Eu′ ])

 (4.19)

=
∏

v∈N(u)

1−
∏

u′∈N(v)
u′ ̸=u

(
1− x′u

1− e−xu′

xu′

) (4.20)

=
∏

v∈N(u)

1−
∏

u′∈N(v)
u′ ̸=u

e−xu′

 (4.21)

=
∏

v∈N(u)

(
1− e−

∑
u′∈N(v):u′ ̸=u xu′

)
(4.22)

≤
∏

v∈N(u)

(
1− e−1+xu

)
(4.23)

=
(
1− e−1+xu

)|N(u)|
, (4.24)

where the inequality follows from the fact that, for every v ∈ V ,
∑

w∈N(v) xw ≤ 1 due to x ∈ P. Therefore,

we have

Pr[u ∈ π(R)|u ∈ R] = Pr[Eu] · Pr [S + u ∈ F | S] (4.25)

≥ 1− e−xu

xu

(
1−

(
1− e−1+xu

)|N(u)|
)
. (4.26)

Let fk(x) = 1−e−x
/x
(

1−
(
1− e−1+x

)k)
, for k ≥ 1 and x ∈ [0, 1]. It is easy to see that fk(x) ≥ 1/e for every

k ≥ 1 and x ∈ [0, 1]. Furthermore, we have that for k ≥ 3, fk(x) is minimized in [0, 1] for x = 1, and yields

fk(1) = 1− 1/e. QED

We conclude that π is a 1/e-selectable greedy OCRS for M and that if |N(u)| ≥ 3 for every u ∈ U , π is a

(1− 1/e)-selectable greedy OCRS for M.
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Chapter 5: SUBMODULAR PROPHET INEQUALITIES

5.1 OVERVIEW

In Chapter 4, we studied greedy OCRSs for additive objective functions and simple feasibility constraints

such as rank-1, uniform, partition and transversal matroids. However, more general objective functions have

several applications. For these objectives, the value of a subset of items from N is specified by a set function

f : 2N → R. Prominent examples are submodular set functions, introduced in §1.2, and subadditive5 set

functions, as well as their special cases.

The application motivating this chapter is a model of combinatorial prophet inequalities introduced by

Rubinstein and Singla [20]. Their model is a generalization of the standard prophet inequality, in which the

objective is a set function. [20] reduce their problem to the design of greedy OCRSs for submodular objective

functions which form a rich class and constitute the main object of study in this chapter.

Model description. In this model, called the Submodular Prophet Inequality (SPI), the input consists

of n independent random variables X1, X2, . . . , Xn. Unlike the standard prophet inequality where Xi is a

real-valued random variable, in this combinatorial setting, each Xi is a discrete-valued random variable over

a finite set Ui. Thus Di is a discrete probability distribution over Ui. For technical reasons one assumes

that U1,U2, . . . ,Un are mutually disjoint. Let U =
⋃

i Ui. There exists a non-negative submodular function

f : 2U → R+ defined over the ground set U and given via a value oracle. As in the standard prophet inequality

setting, the variables arrive in an adversarial order. After seeing the realization of a variable in the order, the

algorithm has to make an irrevocable decision to accept it or not. Its goal is to maximize the value, f(S),

of the selected set S ⊆ U . The input also specifies a feasibility constraint I ⊆ 2N , and the set S of chosen

variables must belong to I. The prophet is allowed to optimize offline after seeing all the realizations and

obtains value equal to E[maxS∈I f(
⋃

i∈S{Xi})]. We say that an algorithm achieves an α competitive ratio, or

is α-competitive, if the expected value of its choice is at least α · E[maxS∈I f(
⋃

i∈S{Xi})]. Observe that the

SPI model generalizes the standard prophet inequality with additive functions and arbitrary downward-closed

constraints.

Prior work and Limitations. Rubinstein and Singla [20] presented an O (1)-competitive algorithm

for SPI under a matroid constraint. However, the constant they obtained is very small (several orders of

magnitude smaller than 1, although they did not try to optimize it) and they did not consider or emphasize

the computational aspects of the online algorithm. Usually prophet inequalities in the standard setting of

modular/additive objectives achieve large constant guarantees that are relatively close to 1. For instance, the

well-known result of Kleinberg and Weinberg [8] showed a bound of 1/2 even for arbitrary matroid constraints,

and it is also known that the bound for a cardinality constraint with k items is 1−O (1/
√
k) (hence it tends

to 1 as k →∞) [73]. Moreover, [20] did not explicitly consider the case of monotone submodular functions,

and did not generalize the constraint family beyond a single matroid.

Motivation. As a real-world application, recall the Fair-Cantina-Sale setting, and consider the following

variation, in which the town’s mayor has to choose the buyers of the k cantinas of the town schools. In this

5A real-valued set function f : 2N → R is subadditive if f(A∪B) ≤ f(A)+f(B) for all A,B ⊆ N . A non-negative submodular
function is subadditive.
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setting, the mayor has to select k out of the n buyers, and the marginal value of selecting each buyer could

be decreasing, as if a school’s cantina does not open, the students could be served by the cantina of a nearby

school, perhaps at a social or economic cost. This is captured by submodular functions. Since the model of

[20] can be considered with arbitrary submodular functions over U , it allows for substantial generality.

Our goal in this chapter is to study greedy OCRSs with submodular objective functions via a clean

framework that applies to a wide variety of constraints. Via this framework, one can obtain significantly

improved bounds for SPI as a corollary. This question was explicitly raised by Lucier in his survey on prophet

inequalities [100]. Another motivation, related to the goal of obtaining improved guarantees, comes from a

technical tool that Rubinstein and Singla relied upon, namely the notion of the correlation gap, which is

the ratio of two important continuous extensions of a set function f – the multilinear relaxation F and the

concave closure f+ – and plays a crucial role in submodular optimization [26], [46].

5.1.1 Our Contributions

In this chapter we make two high-level contributions:

1. We address and provide improvements to three aspects of the SPI problem: (i) significantly improved

constants for the prophet inequalities for monotone and non-monotone functions, (ii) a clean black-box

reduction to greedy Online Contention Resolution Schemes that allows one to obtain prophet inequalities

for various other constraints beyond a single matroid constraint and (iii) computational aspects of the

prophet inequality that were not explicitly addressed in [20]. In essence, we answer the open question

in [100] in the affirmative.

2. We consider the correlation gap for non-negative submodular functions. Rubinstein and Singla used a

variant of the standard correlation gap. For both the original definition and the variant of [20], we

obtain substantially improved bounds.

We now give a formal statement of our results. We refer the reader to Section 5.2.1 for some basic

definitions and background on submodular functions, continuous extensions, the correlation gap and contention

resolution schemes.

Submodular Prophet Inequality: For the SPI setting, we follow the high level framework of [20] via the

correlation gap and greedy Online Contention Resolution Schemes (OCRSs) [27]. Our main contributions are

several technical improvements and refinements that lead to significantly improved constants and clarity on

the parameters that affect the constants. The competitive ratio that we achieve for a particular constraint

family is dictated by the OCRS available for that family. As stated in Chapter 4, the approximation quality

of the OCRS is governed by two parameters b, c ∈ [0, 1] via the notion of (b, c)-selectability. Informally, we

say that an OCRS π for a polytope P is (b, c)-selectable if it is c-selectable for any x ∈ b · P, where b · P
is the “scaled-down” variant of P. Notice that an OCRS that is (b, c)-selectable is also bc-selectable in the

sense of Definition 4.4, as one can multiply every xi by b, losing a factor of b in the process, and then obtain

a point x′ = bx ∈ b · P. [27] provides (b, c(b))-selectable greedy OCRSs for several feasibility constraints for

every b ∈ [0, 1].

Theorem 5.1 (Informal). For the SPI problem with a monotone submodular function f over a constraint

family with a (b, c)-selectable OCRS, there is a c · (e−b − ε)(1 − e−b)-competitive algorithm for any fixed
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ε > 0. For non-negative submodular functions there is a c
4 · (e

−b − ε)(1− e−b)-competitive algorithm for any

fixed ε > 0. These competitive ratios can be achieved by an efficient randomized polynomial time algorithm,

assuming value oracle access to f and efficiency of the corresponding OCRS.

Our results hold in the setting of an almighty adversary. We note that the competitive ratios we obtain

are explicit and relatively close to 1. We summarize our concrete competitive ratios for several constraints of

interest below. OCRSs for constraints can be composed nicely (similar to CRSs) and thus our black-box

reduction is very useful.

Feasibility constraint Competitive Ratio
Monotone Submodular General Submodular

Uniform matroid of rank k → ∞ 1/4.3 1/17.2

Matroid 1/7.4 1/30

Matching 1/9.5 1/38

Knapsack 1/17.5 1/70

Intersection of k matroids Ω(1/k) Ω(1/k)

Table 5.1: A summary of our results for several feasibility constraints.

In subsequent work, Qiu and Singla [144] obtained improved bounds for SPI via the use of submodular

dominance. In particular, they obtain an optimal 1−1/e bound for uniform matroids and monotone submodular

functions. Obtaining optimal SPIs under different constraints remains an interesting open problem.

Correlation gap: For a non-negative submodular function, for any given p ∈ [0, 1], there is a simple

instance with n = 2 where F (x) ≤ (1− p)f+(x), and this implies that, as p tends to 1, the correlation gap

tends to 0. One way to overcome this is to restrict attention to settings where p is bounded away from 1.

Nevertheless, there has been little work on precisely quantifying the correlation gap as a function of this

parameter. Our first theorem addresses this.

Theorem 5.2. Let f : 2N → R≥0 be a non-negative submodular function and let x ∈ [0, 1]n, where n = |N |.
Let p = maxi xi. Then F (x) ≥ (1 − p)(1 − 1/e)f+(x). Given any p ∈ [0, 1] there are instances such that

F (x) ≤ (1− e−(1−p))f+(x).

The upper bound of (1− p)(1− 1/e) is optimal when p is close to 0 or when p is close to 1. The lower

bound on the gap that we show, 1− e−(1−p), agrees nicely with the extremes, but we do not know whether it

is the right bound for all ranges of p and leave it as an interesting open problem.

Rubinstein and Singla [20] instead use the correlation gap of a related function, fmax(S) = maxT⊆S f(T ).

fmax is monotone, but in general is not submodular, even when f is. It is shown in [20] that for any

non-negative submodular function f , infx∈[0,1]n
Fmax(x)
f+(x) ≥ 1/200, where Fmax is the multilinear extension of

fmax. For this variant of the correlation gap, we observe that known results on the Measured Continuous

Greedy (MCG) algorithm [28], [145] show that Fmax(x) ≥ 1
ef

+(x).

We strengthen this observation by considering the parameter p.

Theorem 5.3. Let f : 2N → R≥0 be a non-negative submodular function and let x ∈ [0, 1]n, where

n = |N |. Let p = maxi xi. There exists a point y ∈ [0, 1]n, where y ≤ x (coordinate wise), such that

F (y) ≥ max{ 1e , (1− p− 1
e (1 + ln(1− p)))}f+(x).

We obtain the preceding theorem as a corollary of the following.
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Theorem 5.4. Let p ∈ [0, 1), f be a non-negative submodular function with multilinear extension F and P
be a downward-closed solvable polytope6 on N , such that P ⊆ p · [0, 1]N (that is, if z ∈ P then zi ≤ p for

all i ∈ N). Then, the output of the Measured Continuous Greedy (MCG) algorithm on F and P at time

b ∈ [0, 1] is a vector x(b) ∈ b · P such that

F (x(b)) ≥

b · e−b ·maxz∈P f+(z), 0 ≤ b ≤ ln
(

1
1−p

)
(
1− p− e−b (1 + ln (1− p))

)
·maxz∈P f+(z), ln

(
1

1−p

)
≤ b ≤ 1.

Theorems 5.2 and 5.4 are useful when p is small and we show later that this can indeed be achieved in

some cases, such as the SPI problem, via a reduction.

5.1.2 Related Work

The work here is connected to submodular optimization, stochastic optimization, online algorithms, and

mechanism design which have extensive literature. Singla’s thesis [53] touches upon several of these themes

and has several pointers. Contention Resolution Schemes (CRSs) have found many applications since their

introduction [26]; in fact Bayesian mechanism design, posted price mechanisms [7] and subsequent work by

Yan [46], connecting mechanism design with the correlation gap, played an important role in [26].

Submodular functions and constraints such as cardinality (k-uniform matroids), matroids and others

provide generality and computational tractability. It is possible to consider more general objective functions

such as subadditive and monotone XOS functions, as well as more complex and general feasibility constraints.

In such settings one can ignore computational considerations and focus on the online competitive ratio or

assume access to a demand oracle (even though a demand oracle may be NP-Hard in general). We refer to

[20], [77], [144] for some recent work and pointers.

For more information on other related work, see §1.4.

Organization. Section 5.2 introduces our notation and provides background on submodular functions,

constraint systems and contention resolution schemes. Section 5.3 describes the relaxation of the prophet’s

objective. Section 5.4 describes the algorithm and analysis for SPI. Section 5.5 presents our refined correlation

gap.

5.2 PRELIMINARIES

5.2.1 Background and Definitions

Let N be a finite ground set. Recall the definitions of a feasibility constraint, a downward-closed constraint

and a submodular set function from §1.2. Classical examples of downward-closed constraints include those

induced by a matroid on N or intersections of several matroids on N , independent sets of graphs, matchings in

graphs and hypergraphs, boolean vectors that satisfy packing constraints of the form Ax ≤ b for non-negative

A, b, among many others. We will use the terminology (N, I), or simply I when the ground set is clear form

context, to indicate a constraint family.

6Informally, a polytope P is solvable if one can efficiently do linear optimization over it. A formal definition is given in
Section 5.2.
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The maximum weight independent set problem over a constraint system (N, I) is the following: given

w : N → R solve maxS∈I w(S) where w(S) =
∑

e∈N w(e). Since many of these problems are NP-Hard, a

common technique is to use polyhedral (or more generally convex) relaxations. We say P ⊆ [0, 1]N is a

polyhedral relaxation of (N, I) if P is a polyhedron and 1S ∈ P for all S ∈ I (here 1S is the characteristic

vector of S). We say that P is solvable if one can efficiently do linear optimization over P, that is, given

w : N → R, there is a polynomial time algorithm that computes maxx∈P
∑

i wixi.

A set function f is monotone if f(A) ≤ f(B) for all A ⊆ B. In the rest of this chapter we work with

non-negative normalized functions that satisfy f(∅) = 0 and f(A) ≥ 0 for all A ⊆ N . We often equate N

with [n] = {1, 2, . . . , n}. We use the terminology S + i and S − i as shorthands for S ∪ {i} and S \ {i}
respectively. The following continuous extensions of submodular functions to [0, 1]N play an important role

in our discussion.

Definition 5.1 (Multilinear Extension). Let f : {0, 1}N → R≥0. For any x ∈ [0, 1]
n
, let S ∼ x denote a

random set S that contains each element i ∈ N independently w.p. xi. The multilinear extension of f is

defined as

F (x) := E
S∼x

[f(S)] =
∑
S⊆N

f(S)
∏
i∈S

xi

∏
i/∈S

(1− xi).

It should be noted that via the multilinear relaxation, the polyhedral approach to approximation has

been extended successfully to submodular function maximization [26], [45], [146].

Definition 5.2 (Concave Closure). Let f : {0, 1}N → R≥0. Moreover, let 1S denote the characteristic vector

of a set S ⊆ N of length n = |N |. For any x ∈ [0, 1]
n
, the concave closure of f is defined as

f+(x) := max
a∈[0,1]2N

∑
S⊆N

aSf(S)

∣∣∣∣∣∣
∑
S⊆N

aS = 1,
∑
S⊆N

aS1S = x

 .

f+(x) can be interpreted as the maximum expected value of f(R) where R is generated by a distribution

whose marginal values are given by x. Since F (x) corresponds to the product distribution defined by x,

which is a specific distribution, it follows that F (x) ≤ f+(x) for all x. The correlation gap, introduced in the

work of Agrawal, Ding, Saberi and Ye [48], provides an inequality in the opposite direction.

Definition 5.3 (Correlation Gap). Let f : {0, 1}N → R≥0 be a set function and F, f+ denote its multilinear

relaxation and concave closure respectively. The correlation gap of f is defined as

inf
x∈[0,1]|N|

F (x)

f+(x)
.

It is easy to see that the correlation gap of modular/additive functions is 1. An important result in

submodular optimization is that the correlation gap is at most 1− 1/e for any monotone submodular function

[45], [47], [48]. However, it is known that the correlation gap for general non-negative submodular functions

(which can be non-monotone) can be arbitrarily small.

Contention Resolution Schemes: These are rounding schemes introduced in [26] for submodular function

maximization. Recall the definitions of a Contention Resolution Scheme (CRS), an Online Contention

Resolution Scheme (OCRS), a greedy OCRS and a c-selectable OCRS from §4.2. For the remainder of this

chapter, R(x) denotes a random subset of N where each i ∈ N appears independently with probability xi.
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For a greedy OCRS, the quality of the approximation guaranteed with respect to the multilinear relaxation

is governed by the notion of (b, c)-selectability [27].

Definition 5.4 ((b, c)-selectability). Let b, c ∈ [0, 1]. A greedy OCRS for P is (b, c)-selectable if for any

x ∈ b · P, we have

Pr [I ∪ {e} ∈ Fπ,x ∀I ⊆ R(x), I ∈ Fπ,x] ≥ c, ∀e ∈ N.

We introduce the following notation, which will be useful in our analysis when dealing with the input

constraints.

Definition 5.5 (Blowup of a Ground Set). Let N denote a finite set, and N ′ denote another finite set, to be

defined, with |N | ≤ |N ′|. Suppose for each e ∈ N there is an associated finite non-empty set Ae ⊆ N ′ such

that the sets Ae, e ∈ N are mutually disjoint. Let A = {Ae | e ∈ N}. We call N ′ =
⋃

e∈N Ae the blowup of

N by A.

Definition 5.6 (Partition Extension of a Constraint). Let I = (N, I) be a downward-closed constraint

family over N . Consider a blowup N ′ of N induced by sets Ae, e ∈ N . Consider the function g : N ′ → N

where g(e′) = e if and only if e′ ∈ Ae. The partition extension of I, denoted by I ′, is a constraint family

(N ′, I ′) where

I ′A = {S ⊆ N ′ | g(S) ∈ I and ∀e ∈ N, |Ae ∩ S| ≤ 1} .

A natural question for the prophet inequality setting is whether one can obtain better prophet inequalities

when the arrival order of the random variables is chosen uniformly at random or even chosen by the algorithm.

In [12], the authors introduce the prophet secretary model, combining the best of both the secretary and

prophet inequality worlds. There has been much work on this model and we refer to [9], [49] for several

interesting results in this and related models. We can consider the Submodular Prophet Secretary (SPS)

problem as a generalization of the standard prophet secretary problem. We note that one can obtain improved

guarantees in the SPS problem by using a Random Order CRS instead of an OCRS, since our results utilize

the given OCRS in a black-box manner.

5.2.2 Useful Lemmas

Below we state several two lemmas regarding sampling and submodular functions that we need.

Lemma 5.1 (Lemma 2.2 from [147]). Let f : 2N → R≥0 be submodular. Denote by A(p) a random subset of

A where each element appears with probability at most p (not necessarily independently). Then,

E[f(A(p))] ≥ (1− p) · f(∅).

Lemma 5.2 (Lemma 2.2 from [47]). Let g : 2N → R≥0 be submodular. Denote by A(p) a random subset of

A where each element appears with probability exactly p (not necessarily independently). Then

E[g(A(p))] ≥ (1− p) · g(∅) + p · g(A).

5.3 SUBMODULAR PROPHET INEQUALITIES

In the Submodular Prophet Inequality (SPI) problem, we are given n random variables X1, . . . , Xn following

(known) distributions D1, . . . , Dn, along with a constraint I on N = {1, 2, . . . , n}. The random variables are
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arranged in adversarial (worst-case) order. Let Ui denote the image (range) of Xi, and I denote the feasible

sets of I.

The online algorithm starts with a set S = ∅ of selected elements and a set Z = ∅ of selected indices

from N . At the i-th time step, it is presented with the realization e ∈ Ui of Xi. At that moment, it has to

decide irrevocably whether to include e in S (and hence i in Z) or not, subject to Z remaining feasible in

I. The algorithm is also given a non-negative submodular function f : U → R≥0, where U ≜
⋃n

i=1 Ui. The

algorithm’s objective is to maximize f(S), subject to Z being feasible in I.

In this model, we are comparing against the almighty adversary who already knows all realizations and

can adaptively change the order in which to reveal the random variables based on the algorithm’s actions so

far and also the random coins it uses (if the algorithm is randomized). The prophet/adversary will select the

best possible set S∗ according to the constraints with knowledge of the realizations. Thus, we compare the

expected value of the online algorithm against the expected value of the prophet, which is

OPT = E
X

[
max
T∈I

f ({Xi | i ∈ T})
]
. (5.1)

Later, we will use an OCRS to round the fractional solution we obtain in this section. Since f is defined

over U but the constraint given is over N , we cannot immediately apply an OCRS for rounding. To overcome

this issue, we view U as the blowup of N with respect to {Ui}ni=1. On each step i, only one element arrives.

Therefore, our input constraint I is equivalent to a new constraint I ′ on U , where we are allowed to pick

only one element from each Ui. Notice that this is exactly the partition extension I ′ = (U , I ′) of I.

We also denote X = {X1, X2, . . . , Xn} and D = {D1, D2, . . . , Dn}. For an element e ∈ Ui we let Di(e)

denote the probability of e being realized; we also use the notation D(e) to denote the probability of e ∈ U
when we do not need to specify the part it belongs to. Note that the elements within Ui are correlated and

hence we do not have a product distribution on U .

Algorithmic approach: Following the description in Section 5.1, we design an online algorithm following

the general approach of [20] but with technical differences. First, we obtain a relaxation of the prophet’s

objective. Afterwards, to design an online algorithm, we obtain an offline fractional point z based on the

input, and round it online using a greedy OCRS and other tools. In this section, we describe the relaxation

of the prophet’s objective and how to obtain an offline fractional point z. The process of rounding z online

using a greedy OCRS is presented in Section 5.4.

Before we proceed, we describe a simple but technically important reduction that allows us to use improved

correlation gaps, as well as obtain better bounds in the rounding algorithm.

Observation 5.1 (Reduction to small probabilities). Let I = (N,U ,D,X, f, I) be an instance of the

Submodular Prophet Inequality problem. For every fixed ε > 0, there is a reduction of I to another instance

I ′ = (N,U ′,D′,Y , g, I) of the SPI problem such that that (i) for all e ∈ U ′, D′(e) ≤ ε and (ii) there exists

an α-competitive algorithm for I if and only if there exists an α-competitive algorithm for I ′.

Proof Sketch. Consider the original instance I and recall that each Di is a probability distribution over Ui.
Our goal is to ensure that Di(e) ≤ ε for every e ∈ Ui. Suppose there is an element e such that Di(e) > ε. We

obtain a new instance I ′ as follows. We replace e ∈ Ui by h = ⌈1/ε⌉ “copies” e1, e2, . . . , eh; let Se denote

this set of copies. Let U ′i be the new set of elements. We obtain a probability distribution D′i : U ′i → [0, 1]

as follows. If e′ ∈ Ui such that e′ ̸= e then D′i(e′) = Di(e
′) (nothing changes for e′). For each copy ej
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of e we set D′i(ej) = Di(e)/h and by our choice of h we have D′i(ej) ≤ 1/h ≤ ε, for all ej ∈ Se. Thus,∑h
j=1D′i(ej) = Di(e). Since we replaced e by h copies of it, the ground set U changes to U ′ and we now

define a new submodular function g : U ′ → R+ that is derived from f . The function g treats the copies of

e as a “single” element and hence mimics f . More formally, for any A ⊆ U ′: g(A) = f(A) if A ∩ Se = ∅,
else g(A) = f((A \ Se) ∪ {e}). It is easy to verify that if f is non-negative and submodular, then g is also

non-negative and submodular, and also inherits monotonicity from f . Let I ′ be the resulting modified

instance. We observe that in I ′, the probability of an element from Se being chosen is precisely equal to

Di(e) and hence the copies of e act as proxies for e and the submodular function g ensures that every copy

behaves the same as e in f . Note that we crucially relied on the power of submodularity in this reduction.

One can apply this reduction repeatedly to reduce all realization probabilities to at most ε. One also notices

that the reduction is computationally efficient as a function of ε. For any fixed ε, the size of I ′ is at most

O(1/ε) times the size of I and a value oracle for f can be used to efficiently and easily obtain a value oracle

for the new submodular function g. QED

Remark 5.1. The reduction’s simplicity may make the reader wonder why it is useful in achieving improved

bounds. The reason is a combination of the model and the power of submodularity. The fact that we can

only pick a single element from each Ui allows us to make copies of the elements, and we can use a derived

submodular function to treat the copies as a single element.

5.3.1 An Upper Bound on the Prophet’s Value

Let P denote a solvable polyhedral relaxation of I. Then one can easily develop a solvable polyhedral

relaxation of I ′ as follows:

P ′ =

{
y ∈ [0, 1]|U|

∣∣∣∣∣ ∑
e∈Ui

ye = xi, i ∈ [n],x ∈ P

}
. (5.2)

Consider any algorithm, including an offline algorithm, that computes a feasible output given the

realizations of the random variables. For any fixed algorithm A (deterministic or randomized) we have a

probability pA(e) for each e ∈ U appearing in the output of A. Since an element e ∈ U is realized with

probability D(e), e cannot appear in the output of A with probability more than D(e). Moreover, for a given

realization, each output of the algorithm is feasible. Putting these facts together we obtain the following

observation.

Observation 5.2. Let A be any online or offline algorithm for a given instance of the problem. Let pA(e)

denote the probability that e is in the output of A. Then the vector p is in the polytope

P ′′ =
{
z ∈ [0, 1]|U|

∣∣∣ z ∈ P ′, ze ≤ D(e) e ∈ U
}
.

We are now ready to proceed with the relaxation of the prophet’s objective.

Claim 5.1. Consider an instance of the Submodular Prophet Inequality problem. Then

max
z∈P′′

f+(z) ≥ OPT.
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Proof. Fix an optimal strategy for the prophet and let y∗ ∈ [0, 1]|U| denote the vector of probabilities of

the elements appearing in the output of the prophet’s strategy. We have y∗ ∈ P ′′. By the definition of

the concave closure of f , f+(y∗) maximizes the value of f among all distributions with the marginals y∗

(note that the distribution that achieves this may not be a feasible strategy for any algorithm). Therefore,

f+(y∗) ≥ OPT, which also implies that maxz∈P′′ f+(z) ≥ OPT. QED

5.3.2 Fractional Solution and Correlation Gap

From Claim 5.1, maxz∈P′′ f+(z) ≥ OPT. Since OCRSs are designed to relate the quality of their output

to that of the multilinear relaxation, we need to relate F (z) to f+(z) and hence to OPT. We present two

different ways to do this — via a direct correlation gap and via the Measured Continuous Greedy (MCG)

algorithm — with the second yielding strictly better results than the first.

The direct correlation gap approach The first approach is not computationally efficient and relies on

optimally solving the optimization problem maxz∈P′′ f+(z). Let z∗ be the optimum solution. We can then

use the correlation gap to relate F (z∗) to OPT. For monotone functions we have F (z∗) ≥ (1− 1/e)f+(z∗) ≥
(1 − 1/e)OPT. For non-negative functions we can use Theorem 5.2. Following the reduction that we

described earlier, we can assume that z∗e ≤ maxe D(e) ≤ ε for all e and this implies, via Theorem 5.2

that F (z∗) ≥ (1 − ε)(1 − 1/e)f+(z∗) ≥ (1 − ε)(1 − 1/e)OPT. In rounding it is useful to have a solution

z ∈ b · P ′′ for some parameter b ∈ (0, 1). One can of course use z = bz∗ and in this case, we can use the

concavity of f+ to see that f+(bz∗) ≥ bf+(z∗), and then apply the correlation gap to bz∗ to conclude

that, in the monotone case, F (bz∗) ≥ b(1− 1/e)f+(z∗) ≥ b(1− 1/e)OPT and, in the non-monotone case,

F (bz∗) ≥ b(1− ε)(1− 1/e)f+(z∗) ≥ b(1− ε)(1− 1/e)OPT.

The measured continuous greedy approach The second approach is algorithmic and relies on the

Measured Continuous Greedy (MCG) algorithm and its properties. We state two relevant known results

about the algorithm. For these results as well as Theorem 5.4, we assume the submodular function f is given

via a value oracle, and that the algorithms are randomized and run in polynomial time and are correct with

high probability.

Lemma 5.3 (Lemma 4 of [83]). Let f be a monotone submodular function with multilinear extension F , and

let P be a solvable downward-closed polytope. Let x(b) be solution produced by the Continuous Greedy algorithm

on F and P until time b ∈ (0, 1]. Then (i) x(b) ∈ b · P and (ii) F (x(b)) ≥
(
1− e−b − o(1)

)
·maxy∈P f+(y).

For a general non-negative submodular function, the MCG algorithm achieves the following bound.

Lemma 5.4 (Lemma 8.3 of [28]). Let b ∈ [0, 1], f be a non-negative submodular function with multilinear

extension F , and let P be a solvable downward-closed polytope. Then, the solution x(b) ∈ [0, 1]
n
produced by

the MCG algorithm satisfies (i) x(b) ∈ b · P and (ii) F (x(b)) ≥
(
b · e−b − ε

)
·maxy∈P f+(y), for any fixed

ε > 0.

The two preceding lemmas are algorithmic. If P is solvable then the underlying algorithms can be

implemented efficiently. Based on our reduction to small probabilities it is useful to consider whether the

preceding lemmas can take advantage of this. No advantage is possible in the monotone setting, however, we

show below that one can indeed take advantage of the reduction when f is non-monotone. We provide a
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refined analysis of the standard bound of the MCG algorithm, which depends on a parameter p that quantifies

the maximum value of any coordinate that is feasible in the polytope. For small enough p, Theorem 5.4

constitutes an improvement over Lemma 5.4, which comprises the main result of this section. Notice that

Theorem 5.3 follows from Theorem 5.4 by setting b = 1.

Theorem 5.4

Let p ∈ [0, 1), f be a non-negative submodular function with multilinear extension F and P be a downward-

closed solvable polytope on N , such that P ⊆ p · [0, 1]N (that is, if z ∈ P then zi ≤ p for all i ∈ N). Then,

the output of the Measured Continuous Greedy (MCG) algorithm on F and P at time b ∈ [0, 1] is a vector

x(b) ∈ b · P such that

F (x(b)) ≥

b · e−b ·maxz∈P f+(z), 0 ≤ b ≤ ln
(

1
1−p

)
(
1− p− e−b (1 + ln (1− p))

)
·maxz∈P f+(z), ln

(
1

1−p

)
≤ b ≤ 1.

Remark 5.2. Notice that, for the SPI problem, due to our reduction, we can assume that all vectors z ∈ P ′′

have zi ≤ ε′ for all i ∈ N , for any fixed constant ε′ > 0. Therefore, for any fixed constant ε > 0, there exists

an ε′ such that

F (x(b)) ≥
(
1− e−b − ε

)
·max
z∈P

f+(z),

where x(b) ∈ b · P ′′ is the output of the MCG algorithm at time b.

Before we proceed with the proof of Theorem 5.4, we briefly sketch the idea implicit in prior work [28],

[145] that implies Fmax(x) ≥ 1
ef

+(x). Consider a downward-closed polytope P defined by all points in

[0, 1]n dominated by the given point x: P := {y ∈ [0, 1]n | ∀ 1 ≤ i ≤ n, yi ≤ xi}. Suppose we run the MCG

algorithm on P. From Lemma 8.3 of [28] for b = 1, for any ε > 0, the algorithm can be used to find a point

zε ∈ P such that F (zε) ≥
(
1
e − ε

)
maxy∈P f+(y) ≥

(
1
e − ε

)
f+(x). Since such a point zε ∈ P exists for any

ε > 0, by the compactness of P and the continuity of F and f+, it follows that there exists a point y ∈ P
such that F (y) ≥ 1

e · f
+(x). Also notice that x ∈ P, and thus

Fmax(x) = max
z∈P

F (z) ≥ F (y) ≥ 1

e
· f+(x). (5.3)

To prove Theorem 5.4, which generalizes Lemma 8.3 in [28], we use the same proof outline as above, but in

the algorithm’s analysis, we take advantage of the fact that ∥x∥∞ ≤ p.

Proof of Theorem 5.4. Let x̂ = arg maxz∈P f+(z). Recall that there exists α ∈ [0, 1]2
N

such that

f+(x̂) =
∑
S⊆N

αSf(S),
∑
S⊆N

αS = 1 and
∑
S⊆N

αS1S = x̂. (5.4)

From the analysis of Measured Continuous Greedy and the fact that x(b) ∈ P, we know that, at time b, for

all i ∈ N we have

xi(b) ≤ min{1− e−b, p}. (5.5)

Let x = x(b), and, for S ⊆ N , consider a line of direction dS = (x ∨ 1S)− x = (1S − x) ∨ 0. Notice that

0 ≤ dS ≤ 1S for all S ⊆ N . From Section 2.3 of [45], it follows that

dS · ∇F (x) ≥ F (x ∨ 1S)− F (x). (5.6)
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Since f may not be monotone, ∇F (x) may have negative entries. Let d′
S be a vector obtained from dS as

follows: (d′
S)i = (dS)i if ∇F (x)i ≥ 0, otherwise (d′

S)i = 0. We have 0 ≤ d′
S ≤ dS and,

d′
S · ∇F (x) ≥ max{0,dS · ∇F (x)} ≥ max{0, F (x ∨ 1S)− F (x)}. (5.7)

Since x(b)i ≤ min{1− e−b, p} for all i ∈ N , by Lemma III.5 of [145], we have

F (x ∨ 1S) ≥
(
1−min{1− e−b, p}

)
f(S). (5.8)

Therefore,

d′
S · ∇F (x) ≥ max{0, (1− p)f(S)− F (x), e−bf(S)− F (x)} (5.9)

≥ max{1− p, e−b}f(S)− F (x). (5.10)

Next, let d̂ =
∑

S⊆N αSd
′
S . Since dS ≤ 1S and d′

S ≤ dS , we have d′
S ≤ 1S , and thus

d̂ =
∑
S⊆N

αSd
′
S ≤

∑
S⊆N

αS1S = x̂. (5.11)

Since P is downward-closed and x̂ ∈ P, we know that d̂ ∈ P. Therefore, from the above and the fact that

vmax = arg maxv∈P v · ∇F (x), we have

dF (x(b))

db
= vmax(x) · ∇F (x) (5.12)

≥ d̂S · ∇F (x) (5.13)

=
∑
S⊆N

αS · d′
S · ∇F (x) (5.14)

≥
∑
S⊆N

αS

(
max{1− p, e−b}f(S)− F (x)

)
(5.15)

≥ max{1− p, e−b}
∑
S⊆N

αSf(S)−
∑
S⊆N

αSF (x) (5.16)

≥ max{1− p, e−b}f+(x̂)− F (x). (5.17)

We proceed to solve the above differential inequality. For brevity, let y = F (x). Then,

dy +y db ≥ f+(x̂) max{1− p, e−b} db (5.18)

eb dy +yeb db ≥ f+(x̂) max{(1− p)eb, 1} db (5.19)

d
(
yeb
)
≥ f+(x̂) max{(1− p)eb, 1} db (5.20)

y ≥ e−bf+(x̂)

∫ b

0

max{(1− p)eu, 1} du. (5.21)

Notice that, for 0 ≤ u ≤ ln
(

1
1−p

)
, we have (1− p)eu ≤ 1, while for ln

(
1

1−p

)
≤ u ≤ 1, we have 1 ≤ (1− p)eu.
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Therefore, for b ≤ ln
(

1
1−p

)
, (5.21) becomes

y ≥ e−bf+(x̂)

∫ b

0

1 du = b · e−b · f+(x̂), (5.22)

whereas for b ≥ ln
(

1
1−p

)
, (5.21) becomes

y ≥ e−bf+(x̂)

(∫ ln ( 1
1−p )

0

1 du +

∫ b

ln ( 1
1−p )

(1− p)eu du

)
(5.23)

=
(
1− p− e−b (1 + ln (1− p))

)
f+(x̂). (5.24)

We conclude that

F (x(b)) ≥

b · e−b ·maxz∈P f+(z), 0 ≤ b ≤ ln
(

1
1−p

)
(
1− p− e−b (1 + ln (1− p))

)
·maxz∈P f+(z), ln

(
1

1−p

)
≤ b ≤ 1.

(5.25)

QED

We summarize the results via both methods below. We observe that for both monotone and non-monotone

functions the bounds are best when p → 0, which we can ensure via the reduction. Once we make this

assumption, the bounds provided by the correlation gap approach are essentially (1− 1/e) when b = 1 which

is optimal. However, these bounds are matched by the Continuous Greedy approach. When b < 1, which will

be the case when applying the rounding schemes, the bound in Lemma 5.3 and our new refined bound in

Theorem 5.4 are superior and have the further advantage of being computable in polynomial time.

5.4 ROUNDING THE FRACTIONAL SOLUTION

In the preceding section we described ways to obtain a vector z ∈ b · P ′′ for some b ∈ [0, 1] such that

F (z) ≥ α ·OPT for various constants α depending on the approach. In this section we show how to round

z in an online fashion. We follow the high-level approach of [20] but refine it in several ways. We will use

a greedy OCRS for I via the relaxation P as a black box. Recall that our rounding needs to produce a

feasible set in I ′ with ground set U , while the OCRS is for the constraint on the variables of N . Moreover

the distribution D is not a product distribution on U . These are the technical challenges that need to be

overcome in the algorithm and analysis. The quality of the output will depend on the properties of the

OCRS for P . We assume that the greedy OCRS for P is (b, c)-selectable, where c is some function of b. This

depends on the specific constraint family I and the polyhedral relaxation P. At the end of the section, we

use known results to derive concrete competitive ratios for several constraint families of interest. We note

that z ∈ P ′′, which also implies that z ∈ P ′. For rounding purposes we only work with P ′ and P ; P ′′ is only

necessary to obtain an upper bound on OPT.

We rely on the certain parts of the analysis of OCRS for submodular function maximization from [27]. In

the following, we will use π to denote the mapping function for the OCRS over the ground set N and the

polytope P. Technically the mapping π is a function of x ∈ P and should be written as πx but we omit x

for notational simplicity. We also note that π can be randomized. An important definition from [27] in the
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analysis of OCRSs is the characteristic CRS of a greedy OCRS.

Definition 5.7 (Characteristic CRS of a greedy OCRS). The characteristic CRS π̄ of a greedy OCRS π

for a polytope P is a CRS for the same polytope P. It is defined for an input x ∈ P and a set A ⊆ N by

π̄(A) = {e ∈ A | I ∪ {e} ∈ Fπ,x, ∀I ⊆ A, I ∈ Fπ,x}. Notice that, if π is randomized, then π̄ is randomized

as well.

We will also need the following known results from [27].

Observation 5.3 (Observation 3.3 of [27]). For every set A ⊆ N and a characteristic CRS π̄ of a greedy

OCRS π, the set π̄(A) is always a subset of the elements selected by π when the active elements are the

elements of A.

Lemma 5.5 (Lemma 3.4 of [27]). The characteristic CRS π̄ of a (b, c)-selectable greedy OCRS π is (b, c)-

balanced and monotone.

For any S ⊆ U , we define S↓ ⊆ N to be the projection of S onto N , i.e.

S↓ := {i ∈ N | S ∩ Ui ̸= ∅} . (5.26)

Also, for a greedy OCRS π, we denote the characteristic CRS of π by π̄. We now define a CRS π′ for P ′

that we will need for our analysis later on. We define π′ using the characteristic CRS π̄ of π as follows. For

any set S ⊆ U ,

π′(S) :=
⋃

i∈π̄(S↓)
|S∩Ui|=1

(S ∩ Ui). (5.27)

Intuitively, the characteristic CRS π̄ of a greedy OCRS π returns, on input A ⊆ N the set of all elements in

A that are in π(A) regardless of the arrival order chosen by the adversary. Given a set S ⊆ U , π′(S) is equal

to the union of at most one element from each Ui, for all such i that are in the projection S↓ of S and are

selected by π̄ on input S↓. The next lemma relates the balance guarantee provided by π′ given a selectability

guarantee on π.

Lemma 5.6. For any (b, c)-selectable greedy OCRS π for P and z ∈ P ′, the CRS π′ is monotone and

(b, c · γ)-balanced, where γ = mini∈N
∏

e∈Ui (1− ze).

Proof. First, notice that π′ is a CRS, since π′(S) ⊆ S for all S ⊆ U . This follows immediately from the

definition of π′ as S ∩ Ui ⊆ S for all i ∈ N,S ⊆ U .

Next, we show that π′ is monotone. Fix an element e ∈ S1 ⊆ S2 ⊆ U , and an instantiation of Fπ,x (this

is relevant if the OCRS is randomized). Let e ∈ Ui for some i ∈ N . Suppose e ∈ π′(S2). This implies that

|S2 ∩ Ui| = 1 and since S1 ⊆ S2 and e ∈ S1, we have |S1 ∩ Ui| = 1. Furthermore, we know that i ∈ π̄(S2↓).

Since S1 ⊆ S2, it follows that S1↓ ⊆ S2↓. By Lemma 5.5, we know that π̄ is monotone, and thus, since

i ∈ π̄(S2↓), it follows that i ∈ π̄(S1↓). Therefore, we know that e ∈ π′(S1). Since e ∈ π′(S2) implies that

e ∈ π′(S1), unconditioning over the instantiation of Fπ,x yields

Pr [e ∈ π′(S1)] ≥ Pr [e ∈ π′(S2)] . (5.28)

We now show that π′ is (b, c · γ)-balanced, for γ = mini∈N
∏

e∈Ui (1− ze). It suffices to show that, for

any e ∈ U
Pr

S∼R(z)
[e ∈ π′(S) | e ∈ S] ≥ c · γ. (5.29)
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Notice that, for any realization S of R(z), e ∈ π′(S) if and only if S ∩ Ui = {e} and i ∈ π̄(S↓). Thus,

Pr
S∼R(z)

[e ∈ π′(S) | e ∈ S] = Pr
S∼R(z)

[S ∩ Ui = {e} ∧ i ∈ π̄(S↓) | e ∈ S] (5.30)

= Pr
S∼R(z)

[S ∩ Ui = {e} | e ∈ S] (5.31)

· Pr
S∼R(z)

[i ∈ π̄(S↓) | S ∩ Ui = {e}, e ∈ S] (5.32)

= Pr
S∼R(z)

[S ∩ Ui = {e} | e ∈ S] (5.33)

· Pr
S∼R(z)

[i ∈ π̄(S↓) | S ∩ Ui = {e}] , (5.34)

where the last equality follows from the fact that, if S ∩ Ui = {e}, then e ∈ S. We lower bound each

probability in (5.34) separately, starting from

Pr
S∼R(z)

[S ∩ Ui = {e} | e ∈ S] =
∏

e′ ̸=e,e′∈Ui

(1− ze′) ≥
∏

e′∈Ui

(1− ze′) ≥ γ. (5.35)

Also, notice that π̄ is a CRS over N and does not depend on which S ∩ Ui led to i ∈ S↓. Therefore,

Pr [i ∈ π̄(S↓) | i ∈ S↓] = Pr [i ∈ π̄ | S ∩ Ui = T ] (5.36)

for all T ⊆ Ui such that T ̸= ∅. Specifically, for T = {e},

Pr [i ∈ π̄ | S ∩ Ui = {e}] = Pr [i ∈ π̄(S↓) | i ∈ S↓] ≥ c, (5.37)

where the last inequality follows from the fact that fact that π̄ is (b, c)-balanced, by Lemma 5.5.

Combining (5.34), (5.35) and (5.37), we obtain

Pr
S∼R(z)

[e ∈ π′(S) | e ∈ S] ≥ c · γ. (5.38)

QED

Remark 5.3. Notice that via Observation 5.1, we can assume without loss of generality that, for any fixed

ε′ > 0, ze ≤ ε′ for all e ∈ U . By choosing ε′ sufficiently small, for any fixed ε > 0 we have

γ = min
i∈N

∏
e∈Ui

(1− ze) ≥ min
i∈N

(∏
e∈Ui

e−ze

)
− ε = min

i∈N

(
e−

∑
e∈Ui

ze
)
− ε ≥ e−b − ε,

where the last inequality follows from the fact that z ∈ b · P ′. Thus, c · γ ≥ c · (e−b − ε), and we obtain the

following as corollary: For any (b, c)-selectable greedy OCRS π for P and fixed ε > 0, π′ defined earlier is a(
b, c
(
e−b − ε

))
-balanced monotone CRS for P ′.

Now we are ready to describe our online algorithm. We describe and analyze the algorithms for monotone

and non-monotone cases separately, since there are technical differences. The algorithms are similar to the

one in [20], however, the main technical difference is that we use the OCRS for N as a black box; in [20] the

authors use an OCRS over U since they work in the special case of matroids.
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5.4.1 Monotone Non-Negative Submodular Functions

We assume we have already computed a vector z ∈ b · P ′′ for some b ∈ [0, 1] such that F (z) ≥ α ·OPT

for some α. Note that the adversary is almighty and can alter the order in which it feeds the variables to the

algorithm based on knowledge of the full realizations of the variables and the actions of the algorithm so far.

Let zi denote the product distribution on Ui defined by marginals zi(e), e ∈ Ui. We write R ∼ zi to

denote a random set R ⊆ Ui realized according to this product distribution, and we denote zi(e) by ze when

i is clear from context or irrelevant. Furthermore, let x ∈ [0, 1]n be the vector where xi = PrR∼zi
[R ̸= ∅] =

1 −
∏

e∈Ui (1− ze), for all i ∈ N . We assume that x is the input vector to our OCRS πx for P and its

characteristic CRS π̄x. To simplify our notation, we denote πx and π̄x by π and π̄, respectively.

Algorithm 5.1: Monotone Rounding (U , f,D, I, π,z)

1 TALG = ∅
2 for h← 1 to n do

3 Let Xi be variable that arrives on step h

4 Let e ∈ Ui be the realization of Xi

5 With probability
PrR∼zi

[R={e}]
Di(e)

, set Ti ← {e}
6 Otherwise, set Ti to be a random subset R of Ui, drawn according to zi, conditioned on |R| ≠ 1

7 if Ti ̸= ∅ then
8 Feed i to OCRS π for P
9 if π accepts i and Ti = {e} then

10 TALG ← TALG ∪ {e}
11 end

12 end

13 end

14 Return TALG

The online algorithm on the h-th step receives a random variable Xi decided by the almighty adversary,

and once Xi is received the algorithm also sees the realization e ∈ Ui of Xi according to the distribution

Di. The online algorithm generates a random set Ti ⊆ Ui after seeing the realization e. The idea is that if

one does not see the realization e of Xi, the distribution of Ti appears identical to the product distribution

generated by zi. Note that, for S ⊆ Ui, PrR∼zi
[R = S] =

∏
e∈S ze

∏
e∈U\S (1− ze).

Lemma 5.7. For any i ∈ N and S ⊆ Ui,

Pr[Ti = S] = Pr
R∼zi

[R = S].

Proof. Let Ee be the event that e ∈ Ui is the realization of Xi. Note that Pr[Ee] = Di(e). Consider S ⊆ Ui
such that |S| ≠ 1. We see from the algorithm’s description that

Pr[Ti = S | Ee] =

(
1− PrR [R (zi) = {e}]

Di(e)

)
· PrR [R (zi) = S]

1− PrR [|R (zi) | = 1]
. (5.39)

Summing up over all realizations of Xi, we have that, for any S such that |S| ≠ 1,

Pr [Ti = S] =
∑
e∈Ui

Di(e) Pr [Ti = S | Ee] (5.40)
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=
∑
e∈Ui

Di(e)

(
1− PrR [R (zi) = {e}]

Di(e)

)
· PrR [R (zi) = S]

1− PrR [|R (zi) | = 1]
(5.41)

=
PrR [R (zi) = S]

1− PrR [|R (zi) | = 1]
·
∑
e∈Ui

Di(e)

(
1− PrR [R (zi) = {e}]

Di(e)

)
(5.42)

=
PrR [R (zi) = S]

1− PrR [|R (zi) | = 1]
·

(∑
e∈Ui

Di(e)−
∑
e∈Ui

Pr
R

[R (zi) = {e}]

)
(5.43)

=
PrR [R (zi) = S]

1− PrR [|R (zi) | = 1]
·

(
1−

∑
e∈Ui

Pr
R

[R (zi) = {e}]

)
(5.44)

=
PrR [R (zi) = S]

1− PrR [|R (zi) | = 1]
·
(

1− Pr
R

[|R (zi) | = 1]
)

(5.45)

= Pr
R

[R (zi) = S] . (5.46)

Next, consider any set S with |S| = 1 and, without loss of generality, assume S = {e} for some e ∈ Ui. It

can be seen from the algorithm description that Ti = {e} if and only if e is the realization of Xi and the

algorithm succeeds in Line 5 in setting Ti = {e} which happens with probability
PrR∼zi

[R={e}]
Di(e)

. Hence

Pr[Ti = {e}] = Di(e) ·
PrR∼zi

[R = {e}]
Di(e)

= Pr
R∼zi

[R = {e}] , (5.47)

as desired. QED

We now analyze the expected value of f(TALG) relying on the CRS π′ that we set up (this is inspired by

the use of characteristic CRS in [27]).

Lemma 5.8. Given a (b, c)-selectable greedy OCRS π for P, for any z ∈ b · P ′′ and fixed ε > 0, Algorithm

14 returns a set TALG ⊆ U such that

E [f(TALG)] ≥ c
(
e−b − ε

)
· F (z).

Proof. It is easy to see from the algorithm’s description that, for any Xi, only the actual realization of Xi

can be potentially chosen to be added to TALG. Furthermore, the variables chosen by the algorithm are

feasible in I, since this is ensured by the OCRS.

Let Ti be the random set generated by the online algorithm for variable Xi. We see that Ti is independent of

Ti′ for i ̸= i′, due to independence of the realization of the random variables X1, . . . , Xn and the independence

of the coins used in the algorithm across all steps in N . From Lemma 5.7, the distribution of Ti is according

to the product distribution R ∼ zi over Ui. Let Q =
⋃n

i=1 Ti. It follows that Q is a random set drawn from

the product distribution induced by z over U . Consider the distribution of the set Q↓ ∈ N . Because of the

product distribution of Q it can be see that the distribution of Q↓ is a product distribution on N where

i ∈ N appears in Q↓ with probability xi = 1−
∏

e∈Ui(1− ze) ≤ b since z ∈ b · P ′′. Note that the algorithm

feeds Q↓ to the OCRS π which is (b, c)-selectable. Let π̄ be the characteristic CRS of π.

Fix a realization S of Q, along with an instantiation of Fπ,x. Notice e ∈ TALG ∩ Ui if and only if
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|S ∩ Ui| = {e} and i ∈ π(S↓). In fact,

TALG =
⋃

i∈π(S↓)
|S∩Ui|=1

(S ∩ Ui), (5.48)

by the description of Algorithm 14. By Observation 5.3, we have π̄(A) ⊆ π(A) for any A ⊆ N , and thus

π′(S) ⊆ TALG. Therefore, by the monotonicity of f , we have f (TALG) ≥ f (π′(S)), and by unconditioning

E [f (TALG)] ≥ E [f (π′(Q))] . (5.49)

Finally, by Lemma 5.6 and Remark 5.3, we have that for any z ∈ b · P ′′ and any fixed ε > 0,

E [f (π′(Q))] ≥ c
(
e−b − ε

)
· F (z), (5.50)

which yields

E [f (TALG)] ≥ c
(
e−b − ε

)
· F (z). (5.51)

QED

We are now ready for the main theorem of this section, which follows from Lemmas 5.8 and 5.3, and

Claim 5.1.

Theorem 5.5. Let (N,D, I, f) be an instance of the Submodular Prophet Inequality model and let OPT

denote the prophet’s value. Given a (b, c)-selectable greedy OCRS π for P, for a non-negative monotone

submodular function f , z ∈ b · P ′′ and fixed ε > 0, Algorithm 14 returns a set TALG such that

E [f(TALG)] ≥ c
(
e−b − ε

) (
1− e−b

)
·OPT.

Next, we provide concrete results for several constraints, given an OCRS for these constraints. First, we

summarize known greedy OCRSs for various constraints of interest below.

Lemma 5.9 (Theorem 1.1 from [27]). There exist:

• For every b ∈ [0, 1], a (b, 1− b)-selectable deterministic greedy OCRS for matroid polytopes.

• For every b ∈ [0, 1], a (b, e−2b)-selectable randomized greedy OCRS for matching polytopes.

• For every b ∈ [0, 1
2 ], a (b, 1−2b

2−2b )-selectable randomized greedy OCRS for the natural relaxation of a

knapsack constraint.

By combining Lemma 5.9 with Theorem 5.5, we obtain the following corollary.

Corollary 5.1. Let (N,D, I, f) be an instance of the Submodular Prophet Inequality model and let OPT

denote the prophet’s value. For a non-negative monotone submodular function f and any fixed ε > 0,

Algorithm 14 returns a set TALG such that

E
X,T

[f(TALG)] ≥ (1− b)
(
e−b − ε

) (
1− e−b

)
·OPT, ∀b ∈ [0, 1], (5.52)

if I is a matroid constraint

E
X,T

[f(TALG)] ≥ e−2b
(
e−b − ε

) (
1− e−b

)
·OPT, ∀b ∈ [0, 1], (5.53)
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if I is a matching constraint

E
X,T

[f(TALG)] ≥ 1− 2b

2− 2b

(
e−b − ε

) (
1− e−b

)
·OPT, ∀b ∈

[
0,

1

2

]
, (5.54)

if I is a knapsack constraint

where T = {T 1, . . . , Tn} denotes the set of random sets Algorithm 14 generates.

5.4.2 Non-Negative Submodular Functions

Below we describe the algorithm for non-negative functions. It is very similar to the monotone case except

for a minor change in accepting an element e; in the final step, the algorithm tosses an additional random

coin and accepts e with probability 1/2 (see Line 10 in the algorithm). This is inspired by the similar idea in

[27] in handling non-monotone functions.

Algorithm 5.2: General Rounding (U , f,D, I, π,z)

1 TALG = ∅
2 for h← 1 to n do

3 Let Xi be variable that arrives on step h

4 Let e ∈ Ui be the realization of Xi

5 With probability
PrR∼zi

[R={e}]
Di(e)

, set Ti ← {e}
6 Otherwise, set Ti to be a random subset R of Ui, drawn according to zi, conditioned on |R| ≠ 1

7 if Ti ̸= ∅ then
8 Feed i to OCRS π for P
9 if π accepts i and Ti = {e} then

10 With probability 1
2 , TALG ← TALG ∪ {e}

11 end

12 end

13 end

14 Return TALG

Notice that Lemmas 5.6 and 5.7 still hold, as they do not depend on the monotonicity of f . We present

the following analogue of Lemma 5.8 for general submodular functions. The proof of the next lemma relies

on an argument similar to that in [27].

Lemma 5.10. Given a (b, c)-selectable greedy OCRS π for P, for any z ∈ b · P ′′ and fixed ε > 0, Algorithm

14 returns a set TALG ⊆ U such that

E [f(TALG)] ≥
c
(
e−b − ε

)
4

· F (z).

Proof. At every step i, Algorithm 14 draws a random set Ti according to the product distribution on Ui with

probabilities zi, by Lemma 5.7. Let Q =
⋃

i∈N Ti. Since the realizations between the steps are independent,

Q is a random set that follows the product distribution on U with probabilities z. Fix a realization S of Q

and an instantiation of Fπ,x. Notice that e ∈ TALG ∩ Ui if and only if |S ∩ Ui| = 1, i ∈ π(S↓) and the coin
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toss of Line 10 succeeds. In fact, if we denote

W =
⋃

i∈π(S↓)
|S∩Ui|=1

(S ∩ Ui), (5.55)

we have that E [f(TALG)] = E[f(W (1/2))], by the description of Algorithm 14. By Observation 5.3, we have

π̄(A) ⊆ π(A) for any A ⊆ N , and thus π′(S) ⊆W . For ease of notation, we denote π′(S) by L. For our fixed

choice of S and Fπ,x, L is deterministic. Therefore, we can think of W (1/2) as obtained by first calculating

a set L(1/2) in which every element of L appears with probability 1/2 independently, and then adding to it a

random set ∆ ⊆ U \ L. The almighty prophet can control the order in which the elements arrive, and thus

can make the distribution of ∆ depend on L(1/2). However, ∆ is guaranteed to contain every element with

probability at most 1/2, for every given realization of L(1/2). Thus,

E [f(W (1/2)) | S,Fπ,x] = E [f(L(1/2) ∪∆) | S,Fπ,x] (5.56)

=
∑
B⊆L

Pr [L(1/2) = B | S,Fπ,x] · E [f(B ∪∆) | S,Fπ,x] (5.57)

≥
∑
B⊆L

Pr [L(1/2) = B | S,Fπ,x] · E [f(B) | S,Fπ,x]

2
(5.58)

=
E [f(L(1/2)) | S,Fπ,x]

2
(5.59)

=
E [f(L) | S,Fπ,x]

4
, (5.60)

where the first inequality follows from Lemma 5.1 since the function hB(T ) = h(B ∪ T ) is non-negative and

submodular for all B ⊆ U , and the second inequality follows from Lemma 5.2. Taking an expectation over all

possible realizations of S and Fπ,x, we obtain

E [f(W (1/2))] = E
S,Fπ,x

[E [f(W (1/2)) | S,Fπ,x]] ≥ E
S,Fπ,x

[
E [f(L) | S,Fπ,x]

4

]
(5.61)

=
E [f(L)]

4
. (5.62)

Finally, by Lemma 5.6 and Remark 5.3, we have that for any z ∈ b · P ′′ and any fixed ε > 0,

E [f(L)]

4
≥

c
(
e−b − ε

)
4

· F (z), (5.63)

which implies

E [f(TALG)] = E [f(W (1/2))] ≥
c
(
e−b − ε

)
4

· F (z). (5.64)

QED

We are now ready to proceed with the main result for general submodular functions, which follows from

Lemma 5.10, Theorem 5.4, and Claim 5.1.

Theorem 5.6. Let (N,D, I, f) be an instance of the Submodular Prophet Inequality model and let OPT

denote the prophet’s value. Given a (b, c)-selectable greedy OCRS π for P, for a non-negative submodular
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function f , z ∈ b · P ′′ and fixed ε > 0, Algorithm 14 returns a set TALG such that

E [f(TALG)] ≥
c
(
e−b − ε

)
4

·
(
1− e−b − ε

)
·OPT.

By combining Lemma 5.9 with Theorem 5.6, we obtain the following corollary.

Corollary 5.2. Let (N,D, I, f) be an instance of the Submodular Prophet Inequality model and let OPT

denote the prophet’s value. For a non-negative submodular function f and any fixed ε > 0, Algorithm 14

returns a set TALG such that

E[f(TALG)] ≥
(1− b)

(
e−b − ε

)
4

·
(
1− e−b − ε

)
·OPT, ∀b ∈ [0, 1], (5.65)

if I is a matroid constraint

E[f(TALG)] ≥
e−2b

(
e−b − ε

)
4

·
(
1− e−b − ε

)
·OPT, ∀b ∈ [0, 1], (5.66)

if I is a matching constraint

E[f(TALG)] ≥
(1− 2b)

(
e−b − ε

)
8− 8b

·
(
1− e−b − ε

)
·OPT, ∀b ∈

[
0,

1

2

]
, (5.67)

if I is a knapsack constraint

where T = {T 1, . . . , Tn} denotes the set of random sets Algorithm 14 generates.

5.5 THE CORRELATION GAP OF NON-NEGATIVE SUBMODULAR FUNCTIONS

In this section we prove Theorems 5.2 and 5.4 on the correlation gap for non-negative submodular

functions.

The correlation gap for monotone functions [45], [47] used a continuous time argument by relating F (x)

and f+(x) via another continuous extension f∗ and this was the same approach followed in [20]. We take a

different approach. For the exact correlation gap in Theorem 5.2 we build on a proof for the monotone case

from [26] which is less well-known; we adapt their proof for the non-negative case via the parameter p. The

proof of Theorem 5.2 is qualitatively different from that of Theorem 5.4.

We split the proof into two parts, the upper bound and the lower bound, state them separately and give

their proof. Before we begin, we present two lemmas that are useful in our analysis.

Lemma 5.11 (Lemma 4.3 from [47]). Let f : 2N → R≥0 be a submodular function, let A1, A2, . . . , Ak ⊆ N

be k (not necessarily disjoint) sets and let A1(p1), A2(p2), . . . , Ak(pk) their independently sampled subsets,

where each element of Ai appears in Ai(pi) with probability pi, for all 1 ≤ i ≤ k. Then

E

[
f

(
k⋃

i=1

Ai(pi)

)]
≥
∑
I⊆[k]

∏
j∈I

pj
∏
j /∈I

(1− pj)f

⋃
j∈I

Aj

.

The next Lemma appears in [26], but its proof is slightly obfuscated within Lemma B.2. For clarity, we

present it here on its own.
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Lemma 5.12 ([26]). Let a1 ≥ · · · ≥ am ∈ R≥0, and q1, . . . , qm ∈ [0, 1] such that
∑m

k=1 qk = 1. Then

m∑
k=1

qk ak

k−1∏
j=1

(1− qj) ≥
(

1− 1

e

)
·

m∑
j=1

qjaj .

Proof. Since the above inequality is linear in the parameters ai, it suffices to prove it for the special case

a1 = a2 = · · · = ar = 1 and ar+1 = · · · = am = 0. (A general decreasing sequence of aj can be obtained as a

positive linear combination of such special cases). Hence, it remains to prove

r∑
k=1

qk

k−1∏
j=1

(1− qj) ≥
(

1− 1

e

)
·

r∑
j=1

qj . (5.68)

We start from the left-hand side, which we expand to

r∑
k=1

qk

k−1∏
j=1

(1− qj) = 1−
r∏

k=1

(1− qk) ≥ 1−

(
1− 1

r

r∑
k=1

qk

)r

, (5.69)

where the inequality follows from the arithmetic-geometric mean inequality. Finally, we use the concavity of

ϕr(x) := 1−
(
1− x

r

)r
, and the fact that ϕr(0) = 0, to get

ϕr(x) ≥ ϕr(1) · x =

(
1−

(
1− 1

r

)r)
· x (5.70)

for x ∈ [0, 1]. Since
(
1−

(
1− 1

r

)r) ≥ (1− 1
e

)
for all r, we get

ϕr(x) ≥
(

1− 1

e

)
· x. (5.71)

which implies that

ϕr

(
r∑

k=1

qk

)
= 1−

(
1− 1

r

r∑
k=1

qk

)r

≥
(

1− 1

e

)
·

r∑
k=1

qk. (5.72)

QED

5.5.1 Upper Bound

The proof of this upper bound is inspired by the proof in [26] for the monotone case, which is different

from the earlier one in [47].

Theorem 5.7. Let f : 2N → R≥0 be a non-negative submodular function, where n = |N |. Let x ∈ [0, 1]
n
,

such that x ≤ p · 1N for some p ∈ [0, 1]. Then,

F (x) ≥ (1− p)

(
1− 1

e

)
f+(x).

Proof. Consider a basic feasible solution (qj , Aj)j∈[m] to the linear program that defines f+(x). In other

words, f+(x) =
∑m

j=1 qjf(Aj), where
∑m

j=1 qj = 1,
∑

j:i∈Aj
qj = xi, for all i, and qj ≥ 0 for all j. Notice

that, since we chose a basic feasible solution and the LP that defines f+(x) has only n + 1 constraints, apart
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from the non-negativity constraints, we have m ≤ n + 1.

Next, consider the following process to generate a subset of elements. For each j ∈ [m] sample independently

each element of Aj with probability qj . An element i ∈ N is not selected with probability equal to∏
j:i∈Aj

(1− qj), thus, i is selected with probability equal to 1−
∏

j:i∈Aj
(1− qj). Notice that we can assume

without loss of generality that qj ̸= 1 for all j; if qj = 1 for some j then that implies that xi = 1 for every

element i ∈ Aj , and qj′ = 0 for all j′ ̸= j, which then leads us to F (x) = f(Aj) = f+(x).

However, we want to make each element i to be selected with probability exactly equal to xi =
∑

j:i∈Aj
qj .

To do this, we simply need to sample again each element i with probability ri, where

1− (1− ri) ·
∏

j:i∈Aj

(1− qj) =
∑

j:i∈Aj

qj . (5.73)

It is easy to see that 0 ≤ ri ≤ xi ≤ p.

Consider the sampling scheme described above, and let R denote a random set created via this sampling

scheme. Notice that in our sampling scheme, each element i is chosen independently with probability xi,

which implies that ER[f(R)] = F (x).

We consider m + n sets B1, B2, . . . , Bm+n where Bj = Aj for 1 ≤ j ≤ m, and Bm+i = {i} for 1 ≤ i ≤ n.

Let J denote a random subset of [m + n] obtained by including each j ∈ {1, 2, . . . ,m} independently with

probability qj and each i ∈ {m + 1,m + 2, . . . ,m + n} independently with probability ri. Also, let R′ ⊆ N

denote a random set where

R′ =
⋃
j∈J

Bj . (5.74)

The next claim is based on the submodularity of f .

Claim 5.2.

F (x) ≥ E
J

[f(R′)] .

Proof. Since F (x) = ER[f(R)], it suffices to show that

E
R

[f(R)] ≥ E
J

[f(R′)] . (5.75)

We apply Lemma 5.11 for k = m + n, Aj = Bj for 1 ≤ j ≤ m + n, pj = qj for 1 ≤ j ≤ m, and pm+i = ri for

1 ≤ i ≤ n. Notice that

E
R

[f(R)] = E

[
f

(
k⋃

i=1

Bi(pi)

)]
, (5.76)

while

E
J

[f(R′)] =
∑
I⊆[k]

∏
j∈I

pj
∏
j /∈I

(1− pj)f

⋃
j∈I

Bj

, (5.77)

and thus, by Lemma 5.11, we get

E
R

[f(R)] ≥ E
J

[f(R′)] . (5.78)

QED

Claim 5.3.

E
J

[f(R′)] ≥ (1− p)

(
1− 1

e

)
· f+(x).
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Proof. Assume, without loss of generality, that f(A1) ≥ · · · ≥ f(Am). We analyze E[f(R′)] by conditioning

on the minimum index j that belongs to J . For k ∈ [m], let

Jk = {I ⊆ [m + n] | k ∈ I and ℓ /∈ I, ∀ℓ < k} . (5.79)

Furthermore, for k ∈ [m] define the set function gk : 2N → R≥0 where gk(S) = f(Bk ∪ S) for all S ⊆ N . It is

easy to verify that gk is non-negative and submodular because f is non-negative and submodular. J ∈ Jk

implies that Bk ⊆ R′, hence,

E
J

[f(R′) | J ∈ Jk] = E
J

[f(Bk ∪ (R′ \Bk)) | J ∈ Jk] (5.80)

= E
J

[gk(R′ \Bk) | J ∈ Jk]. (5.81)

For any fixed i ∈ N we analyze the probability that i ∈ R′\Bk conditioned on J ∈ Jk. Using independence

of the choice of each index in J we obtain the following.

Pr
J

[i ∈ (R′ \Bk) | J ∈ Jk] = 1− (1− ri)
∏

j:i∈Aj ,k<j≤m

(1− qj) (5.82)

≤ 1− (1− ri)
∏

j:i∈Aj ,j∈[m]

(1− qj) (5.83)

= xi ≤ p. (5.84)

Thus, applying Lemma 5.1 to gk yields

E
J

[gk(R′ \Bk) | J ∈ Jk] ≥ (1− p)gk(∅) = (1− p)f(Bk). (5.85)

Combining the above,

E
J

[f(R′) | J ∈ Jk] ≥ (1− p) · f(Bk). (5.86)

Also notice that

Pr
J

[J ∈ Jk] = Pr
J

[k ∈ J ] ·
k−1∏
j=1

(
1− Pr

J
[j ∈ J ]

)
= qk ·

k−1∏
j=1

(1− qj). (5.87)

Therefore,

E
J

[f(R′)] =

m∑
k=1

Pr
J

[J ∈ Jk] · E
J

[f(R′) | J ∈ Jk] (5.88)

+ Pr
J

[J ∩ [m] = ∅] · E
J

[f(R′) | J ∩ [m] = ∅] (5.89)

≥
m∑
j=1

Pr
J

[J ∈ Jk] · E
J

[f(R′) | J ∈ Jk] (5.90)

≥
m∑

k=1

Pr
J

[J ∈ Jk] · (1− p) · f(Bk) (5.91)
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= (1− p)

m∑
k=1

qkf(Bk)

k−1∏
j=1

(1− qj), (5.92)

where the first inequality follows from the non-negativity of f , the second inequality follows from (5.86) and

the last equality from (5.87). However, for 1 ≤ k ≤ m, we have Bk = Ak, and thus

E
J

[f(R′)] ≥ (1− p)

m∑
k=1

qkf(Ak)

k−1∏
j=1

(1− qj). (5.93)

Finally, utilizing Lemma 5.12 for ak = f(Ak) , we get that

m∑
k=1

qkf(Ak)

k−1∏
j=1

(1− qj) ≥
(

1− 1

e

)
·

m∑
j=1

qjf(Aj) =

(
1− 1

e

)
· f+(x). (5.94)

Combining (5.88) and (5.94),

E
J

[f(R′)] ≥ (1− p)

(
1− 1

e

)
· f+(x). (5.95)

QED

Finally, combining Claims 5.2 and 5.3, we obtain

F (x) ≥ (1− p)

(
1− 1

e

)
· f+(x), (5.96)

which completes the proof. QED

5.5.2 Lower Bound

A simple example on n = 2 shows that F (x) ≤ (1− p)f+(x); the function is the cut function of a directed

graph on two vertices. For monotone functions, a simple coverage example shows that F (x) ≤ (1−1/e)f+(x).

We combine and generalize these two examples to create an instance for non-monotone functions and obtain

the following theorem.

Theorem 5.8. There exists a non-negative submodular function f : 2N → R≥0 such that, for any 0 ≤ p ≤ 1,

there exists an x ∈ [0, 1]
n
where ∥x∥∞ ≤ p and

F (x) ≤
(

1− e−(1−p)
)
f+(x).

Proof. Consider the following graph G = (V,E), where V = {u1, . . . , un, v}, and E = {(ui, v) | 1 ≤ i ≤ n}.
Let xui = 1−p

n for all i ∈ {1, . . . , n} and xv = p. We define a function f : 2V → R≥0 as follows

f(S) =

1 if v /∈ S and S ̸= ∅,

0 otherwise.
(5.97)
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Figure 5.1: Graph G which yields the desired lower bound.

It is easy to see that f is submodular. Notice that

f+(x) = 1− p, (5.98)

as the coefficients that maximize
∑

S aSf(S) subject to the constraints are a{v} = p, a{ui} = 1−p
n for all

i ∈ {1, . . . , n} and aS = 0, for |S| ≠ 1. In other words, a{u} = xu for all u ∈ V , and aS = 0, if |S| ≠ 1.

Next, notice that, if R(x) ⊆ V is a random set, where each element u ∈ V is sampled with probability

xu, then f(R(x)) = 1 if and only if v is not selected in R(x), but at least one element of V \ {v} is selected.

Therefore,

F (x) = E[f(R(x))] = (1− p) ·
(

1−
(

1− 1− p

n

)n)
, (5.99)

which implies that

F (x)

f+(x)
=

(1− p) ·
(

1−
(
1− 1−p

n

)n)
1− p

= 1−
(

1− 1− p

n

)n

. (5.100)

As n→∞, we get

lim
n→∞

1−
(

1− 1− p

n

)n

= 1− e−(1−p). (5.101)

We conclude that, for any 0 ≤ p < 1, when xi ≤ p for all i,

F (x) ≤
(

1− e−(1−p)
)
f+(x). (5.102)

QED
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Chapter 6: CONCLUSIONS AND FUTURE DIRECTIONS

6.1 DELEGATION OF ONLINE PROBLEMS

In the last chapter of this thesis, we discuss several further directions on optimal stopping and stochastic

combinatorial optimization problems.

Starting with the work of Kleinberg and Kleinberg [148], prophet inequalities have recently been connected

to delegation settings, in which a principal delegates a search problem to one or more agents, whose objectives

may not be aligned with the principal’s objective. Formally, there exists a set of potential solutions Ω,

known to both the principal and the agents. The agents observe elements of Ω drawn I.I.D. from a common

distribution. Out of all solutions that each agent observed, they propose one of them to the principal. There

exist valuation functions x : Ω → R and yi : Ω → R for each agent i such that f the principal selects a

proposed solution ω ∈ Ω, they receive value x(ω) and the agent i who proposed the solution receives value

yi(ω).

A delegation mechanism is a set R ⊂ Ω that the principal announces to the agents, promising that the

solution accepted by the principal has to lie in R. Kleinberg and Kleinberg show that a simple threshold

mechanism in which the principal proposes R = {ω | x(ω) ≥ τ} to a single agent achieves at least a 1/2-

approximation to the utility of the optimal mechanism, via an elegant reduction to the prophet inequality

setting. Subsequent work generalizes this result to multiple agent delegation [149].

In the Kleinberg-Kleinberg model of delegation, the agents observe their realization offline, and decide

what to propose to the principal after all their observations have concluded. This inspires the following

question.

Question 6.1

Is there a O (1)-approximate delegation mechanism when the agent observes their realizations in an online

manner?

In other words, what guarantees can we achieve when the principal delegates an inherently online instance

such as a prophet inequality instance to the agent? In ongoing work with our collaborators, we are able to

show the following.

Theorem 6.1. There exists a k ∈ N such that if P delegates a prophet inequality instance to k agents they

achieve, on expectation, the same utility they would receive if they observed the realizations and made all the

decisions on their own.

Another interesting question in delegation concerns the effect of competition among multiple agents.

Question 6.2

Can we obtain a Bulow-Klemperer style result for delegation, relating the utility of the optimal mechanism

when delegating to k agents to the utility of the best threshold mechanism when delegating to c · k agents for

some constant c? How large does c need to be to beat the optimal mechanism for k agents?

6.2 GOING BEYOND THE INDEPENDENCE ASSUMPTION

A strong assumption in most works in the literature, including the results of this thesis, is independence

between the realizations of different elements. For prophet inequalities, the case of correlated distributions
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was first studied only recently for linearly correlated distributions [150] and pairwise-independent distributions

[151], and is relatively unexplored.

A graphical model that is quite general and is usually considered in probability theory and statistical

physics is the Markov Random Field (MRF), in which the random variables correspond to vertices of a

graph and the strength of correlation between them is captured by the maximum edge weight ∆. Cai and

Oikonomou [152] gave a prophet inequality for the MRF model that is exponential in ∆, but left open the

possibility of a competitive ratio that is polynomial in ∆, which would be optimal due to an upper bound

they present. In ongoing work with our collaborators, we are able to show the following.

Theorem 6.2. There exists a an algorithm for the prophet inequality setting under the MRF model that is

O (1/∆)-competitive.

Studying correlated realizations is of significant importance even beyond the prophet inequality setting.

Specifically for contention resolution, Duhgmi [140], [141] connected correlated contention resolution to the

famous matroid secretary problem [142]. Recall that in the matroid secretary problem we are given a matroid

and are presented with n elements in a uniformly random order. Whenever we observe an element, we get to

see its weight and our objective is to select an independent set of the matroid that is a constant approximation

to the maximum-weight basis of the matroid.

Returning to CRSs, consider offline CRSs for matroids and let H denote the set of all distributions D for

which there exists a O (1)-selectable CRS when the active elements are drawn according to D. In a surprising

turn of events, Dughmi [140], [141] showed that the matroid secretary problem is equivalent to showing that

for every distribution D ∈ H, there exists a O (1)-selectable Random Order CRS (ROCRS) for matroids

when the active elements are drawn according to D. In other words, to settle the matroid secretary problem

it is necessary to develop an understanding of ROCRSs for correlated distributions.

Question 6.3

Are offline contention resolution and online contention resolution equivalent up to a constant?

Very recently, Dughmi, Kalayci and Patel [153] studied contention resolution for matroids and pairwise-

independent distributions, giving hardness results for general matroids and constant-factor CRSs for special

classes of matroids.

6.3 GENERALIZATIONS OF MINIMIZATION PROPHET INEQUALITIES

Our results on the I.I.D. Min-Prophet Inequality in Chapter 2 open up a series of questions. We presented

a thorough examination of the single-item setting and I.I.D. random variables, but the non-I.I.D. case and

more general combinatorial constraints are left open.

Question 6.4

Can we obtain (distribution-dependent) constant-competitive prophet inequalities for the minimization setting?

Which parameters of the different distributions do the guarantees depend on?

For the I.I.D. Min-Prophet Inequality and k-uniform matroids the competitive ratio goes to 1 as k →∞,

since both the algorithm and the prophet need to select all realizations.

Question 6.5

What is the dependence on k of the competitive ratio in the I.I.D. Min-Prophet Inequality for k-uniform

matroids?
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Interestingly, as we show in Chapter 2, no single-threshold algorithm is constant-competitive in the

single-item I.I.D. Min-Prophet Inequality, even if the constant is distribution-dependent. However, the

optimal algorithm, which uses a different threshold per random variable, is constant-competitive. This

immediately raises the following question.

Question 6.6

How many different thresholds are needed for an algorithm to be constant-competitive in the I.I.D. Min-Prophet

Inequality?

6.4 SEPARATING ADVERSARIES BASED ON THEIR POWER

Talk about counterexample to greedy OCRSs. Can we separate almighty adversary for general matroids?

(Mention Matt’s paper). In Chapter 4 we present the first separation between greedy and non-greedy OCRSs.

However, our counterexample fails to separate between almighty and online adversaries, as technically we do

not need to use a greedy OCRS to compete with an almighty adversary.

Question 6.7

Is there a 1/2-selectable OCRS for matroids against an almighty adversary, or are almighty adversaries more

powerful than online adversaries?

Recently, Dinev and Weinberg [76] showed that the best-possible selectability of an OCRS against the

almighty adversary is asymptotically worse than the best-possible selectability one can obtain against the

online adversary, providing some evidence that the answer to the question above might be negative. This

motivates another, more general question.

Question 6.8

Are greedy OCRSs optimal with respect to an almighty adversary?

6.5 OPTIMAL GUARANTEES AND HARDNESS RESULTS

Next, we briefly mention some settings for which the optimal guarantees are unknown.

6.5.1 The Free-Order Prophet Inequality

As we mentioned earlier, in the single-item free-order prophet inequality the algorithm is allowed to select

the order in which it observes the realizations, but the decision to select or reject a realization still needs to

be immediate and irrevocable. As a model, it sits between the prophet secretary and the I.I.D. setting, which

motivates the following question.

Question 6.9

Is the competitive ratio of ≈ 0.745 for the I.I.D. setting achievable in the free order setting as well?

6.5.2 Prophet Secretary

Similarly, the best-possible competitive ratio for the prophet secretary is still open, but due to the work

of Peng and Tang [154] it is strictly smaller than that of the free-order setting.
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Question 6.10

What is the best-possible competitive ratio achievable in the prophet secretary model?

6.5.3 Greedy OCRSs for Matroids and Matchings

The results we presented in Chapter 4 give the first optimal greedy OCRSs for special classes of matroids,

but the optimal selectability of greedy OCRSs for most feasibility constraints is still unknown. Of particular

interest are constraints that are commonly used in applications such as (general) matroids and matching

constraints. For the latter, an upper bound of 2/5 is known, but the current best OCRS is 0.344-selectable

[81] and the current best greedy OCRS is 1/2e-selectable [27].

Question 6.11

Does there exist a 1/e-selectable greedy OCRS for all matroids?

Question 6.12

What is the best-possible selectability of greedy and non-greedy OCRSs for matching constraints?

6.5.4 Oracle-Augmented Prophet Inequalities

In Chapter 3 we presented an instance that upper bounds the competitive ratio of an oracle-augmented

algorithm by 1 − 1
2m+1 , for m oracle calls. This instance generalizes the standard prophet inequality

counterexample and for this reason we conjecture it is actually the worst-case instance for the oracle model.

Question 6.13

Is there an algorithm for the oracle-augmented prophet inequality model with m oracle calls that is (1− 1/2m+1)-

competitive?

6.5.5 Correlation Gap

Finally, closing the gap between the upper and lower bounds of the correlation gap for general submodular

functions is an interesting open question. At the same time, for other applications it might be useful to

investigate the correlation gap under a different parametrization.

Question 6.14

How does the correlation gap of general submodular functions depend on the largest coordinate of the given

point? Also, how does it depend on other parameters of the submodular function?
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